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SYSTEM AND METHOD FOR COMMUNICATING MEDIA SIGNALS

RELATED APPLICATION

This application is a non-provisional application of “Reynofds et al. a provisional application
entitled “System and Method for Communicating Media Signals™ attorney docket number ID-PAT-
001PR1, application number 60/325,483, filed on September 26, 2001.

FIELD

This disclosure relates to a system and method for communicating media signals between
source and destination devices. More specifically, it relates to a system and method for compressing
and decompressing streaming and static media Signals for efficiently communicating those signals

between source and destination devices using artificial intelligence mechanism.
BACKGROUND

The ability to efficiently communicate streaming and static media between remotely located
devices is a significant need that has emerged exponentially with the advent of networked
communications such as the Internet. This need has been recently addressed with substantial
development resources on a worldwide scale.

The term “media” is herein intended to mean information that may be communicated in the
form of a signal from a source device to a destination device for use by the destination device; and,
where used herein, media is generally contemplated to comprise either streaming or static media
signals. For the purpose of this disclosure, the term “use” as applied to a destination device’s operation
on media signals is intended to include playing (e.g. sounds, images, video), processing (e.g. telemetry
data), or any other use or operation that is the intended purpose of the media signal.

The terms “streaming media” are herein intended to mean media signals that comprise
information intended to be communicated to and used by a destination device in a temporal, streaming
fashion. The term “streaming” as applied to streaming media signals is herein intended to include

signals communicated and processed in a continuous manner over time, or signals that may be
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signals communicated and processed in a continuous manner over time, or signals that may be
communicated in a series of discrete packets, pieces, or blocks that are interrelated and may be
thereafter used by the destination device in a continuous, interrelated fashion. Examples of streaming
media signals for the purpose of this disclosure therefore include, without limitation, the following
types of media: video, audio, audio combined with video, and data strings such as temporal telemetry.
The terms “streaming media” are most typically used by reference to digitized forms of data
representing the subject media.

The terms “static media” are herein intended to generally mean media that is not “streaming” as
defined above. Static media signals are of the type that generally may be communicated and are
intended to be used as a single packet, block, or piece. Static media therefore may include for example,
without limitation the following: a discrete image, an individual and relatively temporally short video
clip, a sound or sound bite, or a piece or block of information such as telemetry information. It is
contemplated, however, that such a “single piece” of static media may be of sufficient magnitude to
consist of a plurality of smaller pieces or sub-parts, such as for example regions or pixels of an overall
image, individual frames that together form a video clip, digital bits that together comprise a sound, a
group of sounds that comprise a sound bite, or bits of information that together comprise a larger block
of information.

Streaming media generally includes data files that are significantly larger than static media files,
and also often represent many more variables over the temporal communication of such files than
experienced with most static media files. Therefore, the ability to efficiently compress streaming
media for appropriate comnunication to destination devices for use is often a much more complex and
difficult to achieve goal. Accordingly, much of this disclosure is provided by reference specifically to
streaming media communication, and the present invention has been observed to provide significant
benefits for such communication. However, where streaming media is specifically referenced herein
with respect to this background, and further with respect to the many benefits of the present invention
herein disclosed, static media is also further contemplated where appropriate according to one of
ordinary skill. '

Many different “type-specific” media systems have been in use for quite a long time for
transmitting specific types (e.g. video, audio, image, voice, etc.) of streaming and static media signals
between sources and remote destinations. Typical examples of such type-specific media systems
include television transmission systems, telephone line systems, and radio transmission systems, and

every television, telephone, and radio is therefore a receiving device for media. Accordingly, the needs
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for efficient cormmunication of streaming and static media touch upon many diverse communications
industries, including for example the telephone, television, movie, music, and more recently interactive
gaming industries.

Moreover, many medial communications systems, including the various long-standing type-
specific systems, are also “format specific”, wherein the subject media signals are communicated in a
particular format such that the source, transmission channel, and destination device must be specifically
compliant to work within that format. Examples of format specific media systems include for example
encoded cable television systems that work only for certain types of media and only delivered in
particular encoded formats from the cable carrier. Therefore, these systems, in hardware and software,
are generally dedicated to only the type and format of media to be provided by the content provider.

Society’s needs have outpaced the abilities of these dedicated, content-specific and format-
specific systems. In particular, these dedicated systems are not structured to accommodate the ever
increasing client demand, real-time, for specified streaming media. Still further, technology
developments in the recently interconnected world has tempted the palate of society for the ability to
pull, receive, push, and send multiple types of media in multiple formats using one device. Moreover,
content providers need lo be able to deliver many different media signals to many different types of
devices in their clients’ offices, living rooms, and hands. Individuals and corporations also desire to
communicate with each other using various different formats and using various different respective
devices.

Accordingly, a significant industry has emerged for delivering streaming and static media over
the centralized network of the Internet. Content delivery companies are currently delivering a wide
range of streaming media, from live horse racing and entertainment to medical telemetry and education,
over the Internet, and in video and audio formats. According to one published report from DFC
Intelligence, video streaming on the Internet grew 215 percent in 2000 to over 900 million total streams
accessed. This includes broadband streams, which made up almost 29 percent of total accesses. This
same report also estimates that as much as 15 percent of available stream inventory is now being
exploited with in-stream advertising. In another report published by Internet researcher Jupiter Media
Metrix, business spending alone on streaming video technology will balloon from one-hundred forty
million (US$140M) US dollars in 2000 to nearly three billion (US$3B) US dollars by 2005 as_
companies turn to electronic interaction in communicating with employees, consumers and other

businesses.
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Still further, the population explosion and increasing number of people transmitting on these
systems has severely impacted the available bandwidth for available information. Therefore, the ability
to stream media efficiently, using limited bandwidth resources and limited available transmission

speeds, is of increased societal importance.

Compression/Decompression Algorithms (“CODECS”)

In view of the exponential demand for communicating the different typcs of media, various
compression/decompression systems (“CODEC(s)”) have been developed over many years, and have
In particular become the recent topic of significant research and development. Specific types of
CODECS and systems for managing the operation of CODECS with respect to communicating
streaming and static media signals have been developed for specific types of media, including for

example still-frame images such as graphics and photographs, and streaming media.

Image CODECS

Various different types of static media CODECS have been developed, and a wide variety of
these CODECS are widely known and used. One specific type of static media that has been the topic
of particular attention includes images (though a long series of interrelated image frames such as in
video context is generally treated as streaming media due to more complex variables, e.g. size and
temporal relationship between frames, that significantly impact appropriate
compression/decompression needs). Examples of static media CODECing is therefore herein
exemplified by reference to certain specific types of conventional image CODEC technologies and
methods.

The two most common file formats for graphic images on the world wide web are known as
“GIF” and “JPEG” formats, generally considered the respective standards for drawings (e.g. line art)
and photographs, and are further described together with other image compression modalities for the
purpose of further understanding as follows.

“JPEG” is an acronym for “Joint Photographic Experts Group”, and is a graphic image file that
complies with ISO standard 10918. Commonly used for photograph compression/decompression, a
JPEG file is created by choosing from a range of compression qualities, or, as has also been described,

by choosing from one of a suite of compression algorithms. Tn order to create a JPEG file, or convert
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an image from another format to JPEG, the quality of image that is desired must be specified. In
general, because the highest quality results in the largest file, a trade-off may then be made, as chosen
by the user, between image quality and image size. The JPEG mode of compression generally
includes 29 distinct coding processes although a JPEG implementer may not use them all. A JPEG
image is typically given a name suffix “jpg”.

“GIF” is an acronym for “Graphics Interchange Format”, and is generally considered the de
facto standard form of drawing image compression/decompression for Internet communijcation. GIF
formatting uses a compression algorithm known as the LZW algorithm, which was developed by
Abraham Lempel, Jacob Ziv, and Terry Welch and made commercially available by Unisys
Corporation (though in general such algorithm has been made publicly available without requiring fee-
bearing licenses). More specifically, a “LZW” compression algorithm takes each input sequence of
bits of a given length (e.g. 12 bits) and creates an entry in a table, sometimes called a “dictionary” or
“codebook™, for that particular bit pattern. The entry consists of the pattern itself and a shorter code.
As input is read, any pattern that has been read before results in the substitution of the shorter code,
effectively compressing the total amount of input to something smaller. Earlier approaches, known as
LZ77 and 1.Z78, did not include the look-up table as part of the compressed file. However, the more
recent LZW algorithm modality does include the table in the file, and the decoding program that
decompresses the file for viewing is able to build the table itself using the algorithm as it processes the
encoded input. The GIF format uses the 2D raster data type (associated with display screens using
raster lines) and is encoded in binary.

Two versions of GIF formats include GIF 87a, and more recently GIF89a that allows for
“animated GIF” file creation, or short sequences of images within a single GIF file that are played in
sequence to present movement or change in the image (either in an endless loop or through a
progression that reaches an end). GIF89A also allows for, and also for “interlaced GIF”, which is a
GIF image that arrives and is displayed by the receiver first as a fuzzy outline of an image that is
gradually replaced by seven successive waves of bit streams that fill in the missing lines until full
resolution is reached. Interlaced GIF allows, for example, a viewer using 14.4 Kbps and 28.8 Kbps
modems to observe a briefer wait-time before certain information in a subject image may be processed,
such as for example to make decisions (e.g. to click on the image to execute an operation such as a
link).

By presenting waves of resolution filling image sequences, interlaced GIF is similar to

“Progressive JPEG”, which describes an image created using the JPEG suite of compression algorithms
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that will “fade in” in successive waves. While the progressive JPEG is often observed to be more
appealing way to deliver an image at modem connection speeds, users with faster connections may not
likely notice a difference.

“PNG” or “Portable Network Graphics” format has been more recently developed for image
compression and that, in time, has been publicized to replace the GIF format for Internet use (though
not generally the JPEG format allowing size/quality trade-offs). This format has been developed for
public consumption and development. Similar to GIF, PNG is considered a “lossless” compression
format, and therefore all image information is restored when a compressed filc is decompressed during
viewing. However, PNG formatted files are generally intended to be from 10 to 30 percent more
compressed than with a GIF format. Further aspects of PNG file formats are provided as follows: (i)
color transparency may not be limited to only one color, but the degree of transparency may be
controlled (“opacity”); (ii) “interlacing” of images is improved versus standard GIF; (iii) “gamma
correction” is enabled, allowing for “tuning” of images in terms of color brightnéss required by specific
display manufacturers; (iv) images can be saved using true color, palette, and gray-scale formats
similar to GIF; and (v) “animation” is generally not supported, though PNG is generally considered
extensible and therefore software may be layered to provide for such scriptable Image animation.

*“TIFF” is an acronym for “Tag Image File Format™, and is a common format for exchanging
raster graphics (or “bitmap) images between application programs, such as for example graphics used
for scanner images. A TIFF file is usually given a name suffix of ““.tif”” or “ tiff”, and had generally
been developed in the mid-1980°s with the support of Adobe Software, Microsoft, and Hewlett-
Packard. TIFF files can be in any of several classes, including gray scale, color palette, or RGB full
color, the descriptions and differences of which are further developed elsewhere herein this disclosure.
TIFF files may also include files with JPEG, LZW, or CCITT Group 4 standard run-length image
compression, which are also further described elsewhere herein. As one of the most common graphic
image formats, TIFF files are typically used in desktop publishing, faxing, 3-D applications, and

medical imaging applications.
Video CODECS

Video compression has been the topic of intense development for various applications,
including, for example: pre-recorded video (e.g. “video-on-demand”), teleconferencing, and live video

(e.g. broadcasts). “Desk-top” computers, wireless devices, conventional televisions, and high
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definition televisions are examples of the different types of receiving devices that an efficient video
compression system must serve.

In general, video CODEC algorithms operate on either or both of an individual, frame-by-frame
basis, and/or on a “temporal compression” basis wherein each frame is the most common video
compression algorithms in conventional use are based on several mathematic principles, including the
following: Discrete Cosine Transforms (“DCT”), Wavelet Transforms and Pure Fractals.

“Discrete Cosine Transforms” or “DCT’s” are by far the most popular transforms used for
image compression applications . In general, DCT is a technique for representing waveform data as a
weighted sum of cosines. The DCT is similar to the discrete Fourier transform: it transforms a signal or
image from the spatial domain to the frequency domain. The DCT helps separate the image into parts
(or spectral sub-bands) of differing importance (with respect to the image's visual quality). Reasons for
its popularity include not only good performance in terms of energy compaction for typical images but
also the availability of several fast algorithms. DCTs are used in two international image/video
compression standards, JPEG and MPEG.

“Wavelet transforms” are generally mathematical algorithms that convert signal data into a set
of mathematical expressions tﬁat can then be decoded by a destination receiver device, such as for
example in a manner similar to Fourier transform. Wavelets have been observed to enhance recovery
of weak signals from noise, and therefore images processed in this manner can be enhanced without
significant blurring or muddling of details. For this reason, wavelet signal processing has been
particularly applied to X-ray and magnetic-resonance images in medical applications. In Internet
communications, wavelets have been used to compress images to a greater extent than is generally
possible with other conventional methods. In some cases, the wavelet-compressed image can be as
small as about 25 percent the size of a similar quality image using the more familiar JPEG format,
which is discussed in further detail elsewhere in this disclosure. Thus, for example, a photograph that
requires 200Kb and takes a minute to download in JPEG format may require only 50Kb and take only
15 seconds to download in wavelet-compressed format. A wavelet-compressed image file is often
given a name suffix “.wif”, and either the receiver (e.g. Internet browser on a computer receiver) must
support these format specific files, or a plug-in program will be required to read such file.

Fractal image compression is a modern technique of lossy image coding that provides several
improvements over existing Fourier series compression schemes. Edge depiction is improved since,
when modeled as a step function, edges require a large number of Fourier series terms to properly

depict. Other advantages of fractals include fast decoding time and scale independence. Fractal
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compression is based on Mandelbrot sets Which take advantage ot a self similar, scaling dependent,
statistical feature of nature (Mandelbrot, 1983). Fractal compression and decompression involves a
clustering approach to find regions which show the same characteristics as a sample region
independent of rotation and scale. The fractal image compresses images as recursive equations and
instructions about how to reproduce them. The equations describe the image in terms of the
relationships between its components. The reduction in storage need is due to the fact that fractal
compression saves equations and instructions instead of a pixel representation of the image.
“MPEG” is an acronym for Moving Picture Experts Group and has come to be used

synonymously with certain evolving video and andio compression standards promulgated therefrom.

" In general, to use MPEG video files, a personal computer is required with sufficient processor speed,

internal memory, and hard disk space to handle and play the typically large MPEG file, usually given
the name suffix “.mpg”. A specified MPEG viewer or client software that plays MPEG files must be
available on the client system, and generally can be downloaded shareware or versions of commercial
MPEG players from various sites on the Web. The modes of operation for MPEG formatted media are
herein described by reference to these sequentially evolved standards as follows.

More specifically, MPEG-1 standard was designed for coding progressive video generally at a
transmission rate of about 1.5Mbps. This was generally designed for the specific application for
Video-CD and CD-I media. MPEG-1 audio layer-3 (“MP3”) has also evolved from early MPEG work.
“MPEG-2" is a standard generally designed for coding interlaced images at transmission rates above 4
Mbps, and was generally intended for use with digital TV broadcast and digital versatile disk. Though
it is generally observed that many MPEG-2 players can handle MPEG-1 data as well, the opposite is
not generally observed to be true and MPEG-2 encoded video is generally incompatible with MPEG-1
players. Yet another progressive standard, “MPEG-3”, has also been proposed for use with high
definition television (“HDTV™), though in general MPEG-3 has merged with MPEG-2 which is
generally believed to meet the HDTV requirements. Finally, an “MPEG-4" standard has also been
most recently developed and is intended to provide a much more ambitious standard to address speech
and video synthesis, fractal geometry, and computer visualization, and has further been disclosed to
incorporate artificial intelligence in order to reconstruct images.

MPEG-1 and -2 standards define techniques for compressing digital video by factors varying
from 25:1 to 50:1. This compression is achieved according to these standards generaily using five
different compression techniques: (1) discrete cosine transform (DCT), which is a frequency-based

transform; (if) “‘quantization”, which is a technique for losing selective information, e.g. lossy
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prediction”, wherein some images are predicted from the pictures immediately preceding and following
the image.

Further more detailed examples of commercially available video compression technologies
include: Microsoft Media Player ™ (available from Microsoft Corporation), RealPlayer™ or
RealSystem G2™ (commercially available from Real Networksm), Apple’s QuickTime™
(commercially available from SorensonTM); and “VDO”. The Microsoft Media PlayerTM is generally
believed to apply the MPEG standard of CODEC for compression/decompression, whereas the others
have been alleged to use proprietary types of CODECS. Standard compression algorithms, sqch as
MPEG4, have made their way into the hands of developers who are building embedded systems for
enterprise streaming, security, and the like.

One example of a more recent effort to provide streaming video solutions over Wireless and IP
networks has been publicized by a company named Emblaze Systems (LSE:BLZ). This conipany has
disclosed certain technology that is intended for encoding and playback of live and on-demand video
messages and content on any platform: PC's, PDA's, Video cell phones and Inferactive TV. Emblaze
Systems is believed to be formerly GEO Interactive Media Group. The following Published
International Patent Applications disclose certain streaming media compression technologies that is
believed to be related to Emblaze Systemns to the extent that GEO Interactive Media Group is named as
“Assignee”: W0O9731445 to Carmel et al.; and W09910836 to Carmel. The disclosures of these
references are herein incorporated in their entirety by reference thereto.

Another company that has published CODEC technology that is intended to improve
communication of streaming media for wireless applications is Packetvideo™ Corporation, more
specifically intending to communicate streaming video to cellular phones. In addition, they are
believed to be promoting CODEC technology that is intended to track temporal scalability and signal
error resistance in order to protect video and audio streams from the hazards of the wireless
environment. U.S. Patent No. 6,167,092 to Lengwehasatit discloses further examples of certain
streaming media compression/decompression technology that are believed to be associated with
Packetvideo as the named “Assignee” on the face of this Patent reference. The disclosure of this patent
reference 1is herein incorporated in its entirety by reference thereto.

Another prior reference discloses CODEC technology that is intended to provide a cost
effective, continuously adaptive digital video system and method for compressing color video data for
moving images. The method involves capturing an analog video frame and digitizing the image into a

preferred source input format for compression using a combination of unique lossy and lossless digital
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Amnother prior reference discloses CODEC technology that is intended to provide a cost
effective, continuously adaptive digital video system and method for compressing color video data for
moving images. The method involves capturing an analog video frame and digitizing the image into a
preferred source input format for compression using a combination of unique lossy and lossless digital
compression techniques including sub-band coding, wavelet transforms, motion detection, run length
coding and variable length coding. The system includes encoder and decoder (CODEC) sections,
generally disclosed to use a “Huffman” encoder, for compression and decompression of visual images
to provide high compression that is intended to provide good to excellent video qualily. The
compressed video data provides a base video layer and additional layers of video data that are
multiplexed with compressed digital audio to provide a data stream that can be packetized for
distribution over inter or intranets, including wireless networks over local or wide areas. The CODEC
system disclosed is intended to continuously adjust the compression of the digital images frame by
frame in response to comparing the available bandwidth on the data channel to the available bandwidth
on the channel for the previous frame to provide an output daia stream commensurate with the
available bandwidth of the network transmission channel and with the receiver resource capabilities 6f
the client users. The compression may be further adjusted by adjustment of the frame rate of the output
data stream. | )

Further more detailed examples of CODEC systems that are intended for use at‘ieast in part for
streaming video communication are disclosed in the following U.S. Patent Nos.: 6,081,295 to Adolph
et al;; 6,091,777 to Guetz et al.; 6,130,911 to Lei; 6,173,069 B1 to Daly et al.; 6,263,020 B1 to Gardos
et al.; 6,272,177 to Murakami et al.; and 6,272,180 B1 to Lei. The disclosures of these references‘ are
herein incorporated in their entirety by reference thereto.

Most if not all prior streaming video compression methodologies look to the extremely complex
mathematical tools within such CODECS, and subtle changes to them, to carry “one size fits all” video
over public and private networks of all types, from ultra-low bandwidth networks such as that found in
wireless networks, to satellite communications to ultra-high speed fiber optic installations. Among the
various conventional methods of compression, there are generally user-definable parameters, including
tradeoffs between image size, frame rate, color depth, conirast, brightness, perceived frame quality,
buffer length, etc. Further, within the algorithms themselves there are numerous non-user definable
qualities and weighted calculations. It is up to the developers to set these one time for one “general”

interest, and then package and ship the product.
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However, while the video streaming market continues to grow rapidly, the world has not chosen
one standard for compression as no one algorithm is ideal for all video sources, destinations, or
transmission modalities. While a first CODEC may be best for one type of signal, or for a first portion
of a signal (e.g. frame or scene comprising a series of frames), another second CODEC may be best for
another type of signal, or even another second portion of the same signal. Still further, one CODEC
may be best suited for compression/decompression of a particular streaming signal among send,
receive, and transmission devices in a communications network; another second CODEC may be better
suited than the first for the same strcaming mcdia signal but for another set of communication device
parameters. For example, some video streams may deliver color to handheld devices while other video
streams can take advantage of the loss of pixels in a black and white transmission to a cellular phone to
increase frame rate. Required sound quality, frame rates, clarity, and buffering tolerance all decidedly
impact the compression algorithm of choice for optimized video and audio delivery across multiple
platforms.

In fact, certain communication device parameters may be sufficiently transient during the
streaming media transmission such that an initially appropriate CODEC for an initial set of parameters
may be rendered less efficient than another CODEC due to changes in those parameters during the
same streamed signal transmission. Examples of such transient parameters include, without limitation:
available band width in the data transmission channel, available memory or processing power in either
the send or receiving devices, and dedicated display resolution/window in the receiving device (e.g.
minimizing windows on a screen). These problems are compounded exponentially by a vast number of
iterations of different combinations of such factors that may differentiate one CODEC from another as
being most efficient for compression, decompression, and delivery of a specific streaming media signal
along a particular communications device system.

As CODEC systems are “format-specific”’, source and destination devices must be “pre-
configured” to communicate media signals between each other according to common, specific
compression/decompression modalities, else transcoders must be used. However, even if conventional
transcoders are used, constraints in the communication system (e.g. source, transmission channel,
destination device) are not generally considered and the communication may be significantly faulty.
For the purpose of further illustration, Figures 1A and 1B show two different schematic representations
of conventional methods for communicating media between source 110 -120 and destination devices
130 -140. These illustrations specifically exemplify streaming video communication, though other

media forms may be represented by similar systems.
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It has been observed that CODEC algorithms can generally be modified for a specific
application and then perform better than a similar unmodified set over that limited example. However,
this generally must be done either for a series of frames, or ideally, for each individual frame. Some
DCT based algorithms have as many as two billion mathematical operations occurring for each frame
at higher resolutions and lower perceived quality. This is entirely too much math for average
machines, even commercial servers, to perform thirty to sixty times in a single second. This is the

reason for the advent of the dedicated compression board or ASIC.
Audio CODECS

In addition to society’s recent interests in improving video compression, audio compression has
likewise been the topic of significant efforts also for various live or pre-recorded applications,
including audio broadcast, music, transmission synchronized with video, live interactive voice (e.g.
telephone). Any and all of these audio compression applications must be compatible with a wide range
of client-side receiver/players, such as on a multitude of handheld or desk-top devices having widely
varied capabilities and operating parameters.

Conventional audio CODECS generally comprise several different types, a few of which are
herein briefly summarized for the purpose of illustration.

“Code Excited Linear Prediction” or “CELP” is a type of speech compression method using
waveform CODECS that use “Analysis-by-Synthesis” or “AbS” within the excitation-filter framework
for waveform matching of a target signal. CELP-based CODECS have recently evolved as the
prevailing technique for high quality speech compression, and has been published to transmit
compressed speech of toll-quality at data rates nearing as low as about 6 kbps. However, at least one
publication discloses that the quality of CELP coded speech is reduced significantly for bit rates at or
below 4 kbps.

“Vocoders” are speech CODECS that are not based on the waveform coding scheme, but rather
use a quantized parametric description of the target input speech to synthesize the reconstructed output
speech. Vocoders have been disclosed to deliver better speech quality at low bit-rates, such as about 4
kbps, and have been developed for such applications. Low bit rate vocoders use the periodic
characteristics of voiced speech and the “noise-like” characferistics of stationary unvoiced speech for
speech analysis, coding and synthesis. Some early versions of vocoders (e.g. federal standard 1015

LPC-10, use a time-domain analysis and synthesis method. However, most of the more recent versions,
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which at least one publication labels “harmonic coders”, utilize a harmonic spectral model for voiced
speech segments.

Notwithstanding the previous description of certain specific speech compression techniques, a
vast number of speech CODECs and standards have been developed by industry and managed by
industry and nonprofit groups. Examples of such groups include without limitation the following, and
their standards are often used as reference types of CODECS: the European Telecommunications
Standards Institnte (“ETSI); the Institute of Electrical and Electronics Engineers (“1EEE’); and the
International Telecommunication Union Telecommurications Standards Sector (“ITU-T”), formerly
the “CCITT”.

One more recently disclosed method and apparatus for hybrid coding of speech, specified at 4
Kbps, encodes sppech for communication to a decoder for reproduction of the speech where the speech
signal is classified into three types: (i) steady state voiced or “harmonic”; (ii) stationary unvoiced; and
(iii) “transitory” or “‘transition” speech. A particular type of coding scheme is used for each class.
Harmonic coding is used for steady state voiced speech, “noise-like” coding is used for stationary
unvoiced speech, and a special coding mode is used for transition speech, designed to capture the
location, the structure, and the strength of the local time events that characterize the transition portions
of the speech. The compression schemes are intended to be applied to the speech signal or to the LP
residual signal.

Another recently disclosed method and arrangement for adding a new speech encoding method
to an existing telecommunication system is also summarized as follows. A CODEC is introduced into
a speech transmitting transceiver of a digital telecommunications system in order to use a “new™
CODEC and an “old” CODEC in parallel in the system. A CODEC is selected by implementing a
handshaking procedure between transceivers where a speech encoding method is implemented in all
transceivers and previously used in the telecommunications system concerned. The handshaking is
used at the beginning of each connection. At the beginning of a phone call and after handover, the
method checks whether both parties can also use the new speech encoding. The handshaking messages
have been selected so that their effect on the quality of speech is minimal, and yet so that the
probability of identifying the messages is maximal.

Still another relatively recent reference discloses a tunable perceptual weighting filter for
tandem CODECS intended for use in speech compr;ssion. Specific filter parameters are tuned to

provide improved perfromance in tandeming contexts. More specifically, the parameters used are 10"

13



10

15

20

25

30

WO 03/027876 PCT/US02/30874

order LPC predictor coefficients. This system is specified to use “Low-Delay Excited Linear
Predictive” CODECS, or “LD—CELF”.

Further more detailed examples of streaming audio communications systems using CODECS
such as according to the examples just described are provided in the following US Patent references:
6,144,935 to Chen et al.; 6,161,085 to Haavisto et al.; and 6,233,550 to Gersho. The disclosures of

these references are herein incorporated in their entirety by reference thereto.
Artificial Intelligence (“AI”) and Neural Networks with CODECS

Varjous systems and methods have been recently disclosed that are intended to integrate
artificial intelligence (“AI”) or neural networks with the compression and decompression of streaming
media signals.

The terms “artificial intelligence” are herein intended to mean the simulation of human
intelligence processes by computer systems, including learning (the acquisition of information and
rules for using the information), reasoning (using the rules to reach approximate or definite
conclusions), and self-correction. Particular applications of Al include “expert systems”, which are
computer programs that simulate judgment and behavior of a human or organization that has expert
knowledge and experience in a particular field. Typically, expert systems contain a knowledge base to
each particular situation that is described to the program, and can be enhanced with additions to the
knowledge base or to the set of rules.

The terms “neural network™ are herein intended to mean a system of programs and data
structures that approximates the operation of the human brain, usually involving a large number of
processors operating in parallel, each with its own small sphere of knowledge and access to data in its
local memory. Typically, a neural network is initially trained or fed large amounts of data and rules
about data relationships, after which a program can tell the network how to behave in response to an
external stimulus (e.g. input information). In making determinations, neural networks use several
principles, including without limitation gradient-based training and fuzzy logic. Neural networks may
be further described in terms of knowledge layers, generally with more complex networks having
deeper layers. In “feedforward” neural network systems, learned relationships about data can ““feed
forward” t6 higher layers of knowledge. Neural networks can also learn temporal concepts and have

been widely used in signal processing and time series analysis. Other published applications of neural
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networks include oil exploration data analysis, weather prediction, the interpretation of nucleotide
sequences in biology labs, and the exploration of models of thinking and consciousness.

The terms “fuzzy logic” are herein intended to mean an approach to computing based upon
“degrees of truth” rather than “Boolean logic” which operates within only a true/false (or “binary™, as 1
or 0) domain. Fuzzy logic was first advanced by Dr. Lotfi Zadeh of the University of California at
Berkeley in the 1960’s in relation to work on a problem of computer understanding of natural language,
which is not easily translated into absolute Boolean logic terms. Fuzzy logic often does include the
cases of 0 and 1 as exfreme cases of truth, but also includes the various states of truth in between (e.g. a
determination of that the state of being 1s at some threshold, such as 0.98, may assists in making a
decision to assign a 1 with an acceptably low occurrence of error in an operation).

One example of a previously disclosed streaming media compression/decompression system
intended to use with. artificial intelligence through a neural network uses a Radon transform in order to
compress data such as video data. Several previously disclosed Al and/or neural network systems are
intended to use Al and/or neural networks for the purpose of error correction during use of certain
specified lossless compression CODECS. For example, a learning system is employed to determine a
difference between what was received by a receiver after compression and transmission and what is
predicted to have been received at the transmission end. That difference is processed as learning to
modify the tuning of the CODEC for an additional transmission.

Another example of a disclosed method and device is intended o extrapolate past signal-history
data for insertion into missing data segments in order to conceal digital speech frame errors. The
extrapolation method uses past-signal history that is stored in a buffer. The method is implemented
with a device that is disclosed to utilize a finite-impulse response (“FIR”), multi-layer, feed-forward,
artificial neural network that is trained by back-propagation for one-step extrapolation of speech
compression algorithm (“SCA”) parameters. Once a speech connection has been established, the
speech compression algorithm device begins sending encoded speech frames. As the speech frames are
received, they are decoded and converted back into speech signal voltages. During the normal
decoding process, pre-processing of the required SCA parameters will occur and the results stored in
the past-history buffer. If a speech frame is detected to be lost or in error, then extrapolation modules
are executed and replacement SCA parameters are generated and sent as the parameters required by the
SCA. In this way, the information transfer to the SCA is intended to be transparent, and the SCA

processing continues as usual. This disclosure alleges that the listener will not normally notice that a
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speech frame has been lost because of the smooth transition between the last-received, lost, and next-
received speech frames.

Further more detailed examples of systems that are intended to use artificial intelligence and/or
neural networks in systems for media compression and/or decompression, generally relating to media
type-specific CODEC methods (e.g. speech, video), are variously disclosed in the following U.S. Patent
References: 5,005,206 to Naillon et al.; 5,041,916 to Yoshida et al.; 5,184,218 to Gerdes; 5,369,503 to
Burel et al.; 5,598,354 to Fang et al.; 5,692,098 to Kurdziel; 5,812,700 to Fang et al.; 5,872,864 to
Imade et al.; 5,907,822 to Prieto, Jr.; and 6,216,267 to Mitchell. Still further examples are provided in
the following Published International Patent Applications: WO 01/54285 to Rising; EPO 0372608 Al
to Naillon et al.. The discloéures of all these references cited in this paragraph are herein incorporated
in their entirety by reference thereto.

Other disclosures of CODEC systems using feedback or other systems for operating CODECS
for use in processing a variety of streaming media signals, but that are not believed to specifically use
the labels “Al” or “neural networks”, are disclosed in the following U.S. Patent Nos.: 6,072,825 to
Betts et al.; 6,182,034 B1 to Malvar; 6,253,165 B1 to Malvar; 6,256,608 B1 to Malvar. The

disclosures of these references are herein incorporated in their entirety by reference thereto.

Notwithstanding the significant advancements in CODEC algorithms themselves, and despite
prior intended uses of Al and other feedback systems for operating CODECS in order to improve
compression efficiencies in communication, there is still a need for significant improvement in the
ability to efficiently provide a wide variety of streaming media signals to a wide variety of destination
receiver devices over a wide variety of transmission channels with varied bandwidths and
communication protocols.

There 1s still a need to incorporate Al and/or neural networks to apply an appropriate CODEC
for communication of a streaming media signal based upon a variety of parameters, including without
limitation one or more of the following: (a) the automated choosing of an appropriately optimized
CODEC from a library of available CODECS of different types and operation, including in particular
based upon an intelligent knowledge of the chosen CODEC’s operation compared to the other
CODEC’s operation and/or against a standard, (b) a pre-trained and/or iteratively learned knowledge of
the particular CODEC’s operation within a given set of operating parameters representative of the

existing situation; and (c) a tuning of the appropriate CODEC based upon an intelligent knowledge of
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its operation with respect to either or both of the existing situation or a test situation with reference
parameters.

In particular, there is still a need for such an intelligent CODEC system that bases an applied
CODEC upon an existing situation that is defined by one or more of the following: parameters of the
streaming media signal itself} parameters of the transmission channel capabilities and constraints; and
parameters of the receiver device capabilities and constraints.

Still further, there is also still a need for such an intelligent CODEC system that operates based
upon an intelligent knowledge with respect to all of these operations and sifuational parameters in order
to optimize the appropriate compression, transmission, decompression, and playing of the subject

streaming media signal.

Conventional Transcoders for Streaming Media

Also of recent interest in the field of streaming media communication is providing
intercommunication between the wide array of “format-specific” encoding systems in present use. An
existing field of various different format-specific systems and pre-encoded content has created a widely
fragmented ability to process encoded content, resulting in a significant quagmire of compatibility
issues between content providers and client users. If one client desires to see or hear streaming content
from a particular source and that content must be put through a CODEC for compression, a compatible
CODEC must be used on the client side for decompression to enjoy the signal. Unfortunately, source
content is often married to only a few, and often only one, specific CODEC schemes. Therefore, if a
client requests such encoded content (or if the source desires to push the encoded content to a particular
client), one of two criteria must be met: (1) the client must download or otherwise possess the format-
specified CODEC (decoder); or (2) the source media must be put through a “transcoder” in order to
decode the source media from the first format into a second format that is compatible with the client’s
device/system. The term “transcoder” is herein intended to mean a system that converts a media signal
from one encoded (i.e. compressed) format to another.

Various techniques for transcoding one media format into another have been previously
disclosed. Figure 1C shows one illustrative example of the general process that is characteristic of
many known transcoding techniques. More specifically, a request 159 is first received from a
particular type of device or player for content that exists in an initi al,v uncompatible format. According
to the specific example shown in Figure 1C, a request 159 from a Microsoft Media™ Player for Real™

Video Content is received. As the content is specifically requested, the content is decoded from the
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initial format (e.g. Real-encoded format), and is then “re-encoded” into the appropriate format for the
requesting player (e.g. Microsoft Media™ format). This re-encoded media is then served to the
requesting client for decoding within the resident system of that player.

This conventional system has significant scalability limitations, in that simultaneous feeds on
muitiple channels for multipie clients must be supported by an equal number of transcoders. For
example, Figure 1D shows a schematic implementation of the conventional transcoding technique just
described as it manages four simultaneous stream requests from four Microsoft Media Players, wherein
the requested content is initially encoded in Real™ formatl. The system architecture necessary to
support the four encoders 151 - 154 and four decoders 155 - 158 requires significant computing
resources. For example, it is believed that each encoder 151 - 154 provided in the example requires a
computer having a 600 MHz (e.g. Pentium™ IIT) having 128 Mbytes of RAM available, or dual 400
MH2z processors (e.g. Pentium II) with 256 Mb available RAM. 1t is further believed that each decoder
155 - 158 needs a 233 MHz machine (e.g. Pentiumn™ 1I) having 64 Mb of available RAM. So, four
such streams requires the equivalent of a Quad 900 Xeon (available from Compaq, Hewlett Packard,
Dell and IBM, estimated to cost at the time of this disclosure about $9K retail). This is for four
simultaneous streams — society is presenlly demanding thousands upon thousands of simultaneous
streams.

There is still a need for a transcoder system that efficiently converts multiple format-specifically
encoded streaming media signals into multiple other formats using minimal computing resources and in

a cost-efficient manner.

Parameters Affecting Media Communication

For the purpose of further illustrating the many variables that may impact the choice of an
appropriate CODEC in order to communicate a particular streaming media signal to a desired target,
the following is a brief summary of vartous different types of streaming video formats and processing
systems. 1t is believed that these different systems each generally require different types of
compression modalities (e.g. CODECS) in order to optimize communication and playing of streaming
media signals in view of available transmission speeds and bandwidth, as well as receiver processing
parameters.

Although certain specific types of communications formats and systems are further herein

described in detail, the following Table 1 provides a summary of a significant cross-section of the
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various different communications systems and transmission carriers currently available or disclosed in

view of available speed or bandwidth.

TABLE 1: Data Rates of Various Communications Carrier systems
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f Technology

Speed

Physical Medium

Application

}GSM mobile telephone
ervice

9.6 to 14.4 Kbps

!RF in space (wircless)

iMobile telephone for business and personal use

High-Speed Circuit-Switched
Data service (HSCSD)

Up to 56 Kbps

lRF in space (wireless)

!g}eog'l]!];; telephone service Up to 53 Kbps Twisted pair [Home and small business access
Dedicated 56Kbps on Frame . {Business e-mail with fairly large file
lRelay 56 Kbps Various attachments

“DSO 54 Kbps AT The base signal on a channel in the set of

|Digital Signal levels

General Packet Radio System
(GPRS)

56 to 114 Kbps

lRF in space (wireless)

RI: 64 Kbps to 128 Kbps

RI: Faster home and small business access

}Mobile telephone for business and personal use

Mobile telephone for business and personal usg]

RI: 23 (T-1) or 30 (E1) assignable 64- L?RI: Twisted-pair

ISDN Kbps channels plus control channel; up JPRI: T-1 or El line RI: Medium and large enterprise access
to 1.544 Mbps (T-1) or 2.048 (E1) .
{DSL. 128 Kbps  Twisted-pair ﬂEaster home and small business access
Local area network for Apple devices; several
IAppleTalk 230.4 Xbps Twisted pair etworks can be bridged; non-Apple devices
can also be connected
Enhanced Data GSM . . . .
Environment (EDGE) 384 Kbps lR.F in space (wireless) iMobﬂe telephone for business and personal use
liSatellite 4400 Kbps (DirecPC and others) IRF in space (wireless) |[Faster home and small enterprise access

lFrame relay

56 Kbps to 1.544 Mbps

Twisted-pair or coaxial cable

SP to Internet infrastructure

 Twisted-pair, coaxial cable, or

. Large company to ISP
HDSI/T ! 1.544 Mbps optical fiber l‘lSP to Internet infrastructure
Universal Mobile s e
elecommunications Service ({Up to 2 Mbps RF in space (wireless) h\:gzszgzl ?:g%%; 1:()): ]1; ‘:::;]ebs and personal us¢
(UMTS)
!E—cam'er 2.048 Mbps g;;zﬁdf:lg:? coaxial cable, or 32-channel European equivalent of T-1
. Twisted-pair, coaxial cable, or  |[Large company to ISP
T-1C (DS1C) 3.152 Mbps optical fiber [SP to Internet infrastructure
. Twisted-pair, coaxial cable, o Second most ¢ nly-used local area
(BM Tolen Ring/302.5 4 Mbps (also 16 Mbps) Opt;cal ﬁge‘r’ 1al cabic, o JLethrk afr If:’t’;‘:r‘;’cty ©
Y Twisted-pair, coaxial cable, or ||Large company to ISP
”DSZ/T ,2 6.312 Mbps optical fiber lISP to Internet infrastructure

Digital Subscriber Line
DSL)

512 Kbps to 8 Mbps

Twisted-pair (used as a digital,
Ibroadband mediumy)

LLarge company backbone for LANS to ISP

ome, small business, and enterprise access
using existing copper lines

E-2

8.448 Mbps

Twisted-pair, coaxial cable, or
optical fiber

Carries four multiplexed E-1 signals

Cable modem

512 Kbps to 52 Mbps
(see "Key and explanation™ below)

Ethernef); in some systems,
clephone used for upstream
requests

LCoaxial cable (nsually uses

Home, business, school access

Ethemet

10 Mbps

10BASE-T (twisted-pair);
10BASE-2 or -5 (coaxial cable);
10BASE-F (optical fiber)

(LAN)

HIBM Token Ring/802.5

16 Mbps {also 4 Mbps)

Twisted-pair, coaxial cable, or

optical fiber network after Ethemet
{iE-3 34.368 Mbps Twisted-pair or optical fiber Carries 16 E- signals
R ISP to Internet infrastructure
ﬂDS3/T.3 44.736 Mbps ‘Caaxxa) cable {iSmaller links within Internct infrastructure
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: ISP to Internet infrastructure
0C-1 51.84 Mops Optical fiber Smaller links within Internet infrastructure
5 : Between router hardware and WAN lines
g;glégpeed Serial Interface 1Up to 53 Mbps {HSSI cable Short-range (50 feet) interconnection between
Jower LAN devices ang faster WAN lines
100BASE-T (twisted pair); . .
Fast Ethernet 100 Mbps 100BASE-T (iwisted pair); ] orlgst;) hor]);autn}tilzhl 0 M:) Eiimmﬂ cards can
100BASE-T(optical fiber) ug mio a rast Bheme
Fiber Distributed-Data . L arge, wide-range LAN usuaily in a large
Interface (FDDI) 100 Mbps ;Ophca] fiber Lompany or a larger ISP
. . SP to Internet infrastructure
13D (DS3D) 135 Mbps I}Ophca] fiber "ISmaHer links within Internet inffastructure
N Carrics 4 E3 channels
IE‘A' 139.264 Mbps lOpm:al fiber “Up to 1,920 simultaneous voice conversations
- . arge company backbone
“OC 3/SDH 155.52 Mbps Optical fiber l]I;z ternet backbone
. Carries 4 E4 channels
“E'S 565-148 Mbps ‘Ophcdl fiber iUp to 7,680 simultaneous voice conversations
loC-12/STM-4 1622.08 Mbps {Optical fiber liinternet backbone
s Opticai fiber (and "copper” up tolfWorkstations/networks with 10/160 Mbps
| Gigabit Ethernet 1 Gbps I 100 meters) Ethernet plug into Gigabit Ethernet switches
0C-24 1.244 Gbps Optical fiber ntermnet backbone
li p p
JISciNet 2.325 Gbps (15 OC-3 lines) HOptical fiber |{Part of the vBNS backbone
f1OC-48/STM-16 2.488 Gbps |iOptical fiber Hlinternet backbone
lloc-192/8T™M-64 10 Gbps HOptical fiber {|Backbone
oc-256 13.271 Gbps JiOptical fiber {Backbone
Comments & Key for Table:

(i)The term "Kbps" as the abbreviation for "thousands of bits per second." In international English outside the U.S,, the equivalent
usage is "kbits s or "kbits/s".

(i) Engineers use data rate rather than speed, but speed (as in "Why isn't my Web page getting here faster?”) seems more meaningful
for the less technically inclined.

(iii) Relative to data transmission, a related term, bandwidth or "capacity,” means how wide the pipe is and how quickly the bits can
be sent down the channels in the pipe. These "speeds" are aggregate speeds. That is, the data on the multiple signal ch annels within the
carrier is usnally allocated by channel for different uses or among different users.

Key: (i) "T" = T-carrier system in U.S., Canada, and Japan....(ii) "DS"= digital signal (that travels on the T-carrier or E~carrier)...(iii)
"E" = Equivalent of "T" that uses all 8 bits per channel; used in countries other than U.S. Canada, and Japan....(iv) "OC" = optical
carrier (Synchronous Optical Network) “STM" = Synchronous Transport Modules (see Synchrenous Digital Heirarchy). (v) Only the
most common technologies are shown. (vi) "Physical medium" is stated generally and doesn't specify the classes or numbers of pairs
of twisted pair or whether optical fiber is single-mode or multimode. {vii) The effective djstance of a technology is not shown. (viii)
THere are published standards for many of these technologies.

Cable modem note: The upper limit of 52 Mbps on a cable is to an ISP, not currently to an individual PC. Most of today's PCs are
limited to an internal design that can accommodate no more than 10 Mbps (although the PCI bus itself carries data at a faster speed).

The 52 Mbps cable channel is subdivided among individual users. Obviously, the faster the channel, the fewer channels an ISP will
require and the lower the cost to support an individual user.

Internet Carrier Systems

Communication of streaming video via the Internet may take place over a variety of
transmission modalities, including for example digital subscriber lines (“DSL”), “T1” lines, cable
modem, plain old telephone service (“POTS”) dial-up modem, and wireless carriers. While a

description of the many different wireless transmission modalities is treated separately herein, a
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summary of various of these other transmission modes is herein p;fovided immediately below for the
purpose of further illustration as follows.

The terms “POTS” or “plain old telephone service”, or “dial-up”, as applied to communications
transmission channels, are herein interchangeably used. These terms are intended to mean “narrow-
band” communication that generally connects end users in homes or small businesses to a telephone
company office over copper wires that are wound around each other, or “twisted pair”. Traditional
phone service was created to let you exchange voice information with other phone users via an analog
signal that represents an acoustic analog signal converted into an electrical equivalent in terms of
volume (signal amplitude) and pitch (frequency of wave change). Since the telephone company's
signaling is already set up for this analog wave transmission, it's easier for it to use that as the way to
get information back and forth between your telephone and the telephone company. Therefore, dial-up
modems are used to demodulate the analog signal and turn its values into the string of 0 and 1 values
that is called digital information. Because analog transmission only uses a small portion of the
available amount of information that could be transmitted over copper wires, the maximum amount of
data that you can receive using ordinary modems is about 56 Kbps. The ability of your computer to
receive information is constrained by the fact that the telephone company filters information that
arrives as digital data, puts it into analog form for your telephone line, and requires your modem to
change it back into digital. In other words, the analog transmission between your home or business and
the phone company is a bandwidth bottleneck.

With “ISDN”, or “Internet subscriber digital network”, which some consider to be a limited
precursor to DSL, incoming data rates up to about 128 Kbps may be achieved for some end user
clients.

A “DSL” or “digital subscriber line” is generally defined as a “broadband” transmission carrier
for communicating high-bandwidth communication over ordinary copper telephone lines. Many
different types of DSL services have been disclosed, having generally varied data rates and intended
applications. Though further discussion is herein provided about certain of these DSL types, the
following Table 2 provides a summary of information for certain of these DSL types for the purpose of

further developing an overview understanding:
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TABLE 2: Types of known DSL services.

Data Rate
DSL Type Description Doynstream; Distance Limit Application
Upstream
IDSL ISPN Digital Subscriber 128 Kbps 18,000 fsaet on24 HSimilar to the ISPN BRI service but
Line Igauge wire data only (no voice on the same line
onsumer DSL . 118,000 feeton 24  [ISplitterless home and smail business
CDSL ig’om Rockwell 1 Mbps downstream; less upstream auge wire lservice; similar to DSL Lite
DSL Lite Qg " From 1.544 Mbps to 6 Mbps The standard ADSL; sacrifices speed
(same as “if]:gﬁr:}izs,, 132;1{ o downstream, depending on the ]i’]o%o“{;ﬂ on 24 for not having to install a splitter at 1
G.Lite) subscribed service saug ¢ the user's home or business
G.Lite (same ||'Splittorless” DSL From 1.544 Mbps 10 6 Mbps , 18,000 feet on 24 g;eni‘f‘;g“zd A:;?;gﬁ“:f";;:f:d
as DSL Lite) {lwithout the "truck roll" |jdepending on the subscribed service gauge wire N ng . 8 5p
the user's home or busincss
1.544 Mbps duplex on two twisted-pai T1/El service between server and
HDSL High bit-rate Digital lines; 12,000 feet on 24 hone company or within a
Subscriber Line 2.048 Mbps duplex on three twisted- [fgauge wire company;
air lines 'WAN, LAN, server access
1.544 Mbps duplex (U.S. and Canada) -
SDSL lSymmetric DSL L.O48 Mbps (Europe) on a single 12,000 ﬂ?ﬁ on24  |iSame as fgr HDSL.bUt requiring
: gauge wire only one line of twisted-pair
duplex line downstream and upstream
1.544 Mbps at
18,000 feet;
2.048 Mbps at
[Asymmetric Digital 1.544 to 6.1 Mbps downstream; 16,000 feet; Usef} for I meme_t and Web access,
ADSL . . - imotion video, video on demand,
[Subseriber Line 16 to 640 Kbps upsiream 6.312 Mpbs at emote LAN access
12,000 feet;
8.448 Mbps at 9,000
feet
: Adapted to the line, 640 Kbps to 2.2
IRADSL Rate-Adaptive DSL fromijy s downstream; 272 Kbps to 1.088 INot provided Similar to ADSL
Westell
Mbps upstream
Unidirectional DSL
UDSL roposed by a company [Not known ot known Similar to HDSL
in Europe
4,500 feet at 12.96
. . 12.9 to 52.8 Mbps downstream; Mbps; )
VDSL ;/;?SI c?;g:r[li‘ii:al 1.5 to 2.3 Mbps upstream; 3,000 feet at 25.82 A:g:_ ?:ggﬁ:} hborhood
1.6 Mbps to 2.3 Mbps downstream Mbps; 1,000 feet at 8
51.84 Mbps

Typically published data rates for DSL service, which may vary depending upon distance from
the central office of the offering service company, includes rates up to 6.1 Mbps (theoretically
published at 8.448 Mbps), which is believed to enable continuous transmission of motion video, audio,
and 3-D effects. More typical individual connections provide from 512 Kbps to 1.544 Mbps
downst'ream and about 128 Kbps upstream. A DSL line can carry both data and voice signals and the
data part of the line is continuously connected. DSL has been anticipated in some publications to
replace ISDN in many areas and to compete with cable modem for multimedia communication to
homes and businesses. DSL operates purely within the digital domain and does not require change into
analog form and back. Digital data is transmitted to destination computers directly as digital data and

this allows the phone company to use a much wider bandwidth for forward transmission. Meanwhile, if
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a client nser chooses, the signal can be separated so that some of the bandwidth is used to transmit an
analog signal so that a telephone and computer may be used on the same line and at the same time.

Most DSL technologies require that a signal splitter be installed at a home or business, requiring
the expense of é phone company visit and installation. However, it is possible to manage the splitting
remotely from the gentral office. This is known as splitterless DSL, "DSL Lite,” G.Lite, or Universal
ADSL (finther defined below) and has recently been made a standard. Several modulation
technologies are used by various kinds of DSL, although these are being standardized by the
International Telecommunication Union (ITU). Different DSL modem makers are using either Discreic
Multitone Technology (DMT) or Carrierless Amplitude Modulation (CAP). A third technology, known
as Multiple Virtual Line (MVL1), is another possibility.

A variety of parameters of DSL operation are variable and affect the effective data rates that can
be achieved. DSL modems generally follow the data rate multiples established by North American and
European standards. In general, the maximum range for DSL without a repeater is 5.5 km (18,000 feet).
As distance decreases toward the telephone company office, the data rate increases. Another factor is
the gauge of the copper wire. The heavier 24 gauge wire carries the same data rate farther than 26
gauge wire. For destination devices beyond the 5.5 kilometer range, DSL may still be provided, though
only generally if the respective phone company provider has extended the local loop with optical fiber
cable.

To interconnect multiple DSL users to a high-speed network as a “backbone”, the telephone
company uses a Digital Subscriber Line Access Multiplexer (“DSLAM?”). Typically, the DSLAM
connects to an asynchronous transfer mode (“ATM”) network that can aggregate data transmission at
gigabit data rates. At the other end of each transmission, a DSLAM demultiplexes the signals and
forwards them to appropriate individual DSL connections.

“ADSL” or “Asymmetric Digital Subscriber Line” is the form of DSL that will become most
familiar to home and small business users. ADSL is called "asymmetric” because most of its two-way
or “duplex” bandwidth is devoted to the downstream direction, sending data to the user. Only a small
portion of bandwidth is available for upstream or user-interaction messages. However, most Internet
and especially graphics- or multi-media intensive Web data need lots of downstream bandwidth, but
user requests and responses are small and require little upstream bandwidth. Using ADSL, up to 6.1
megabits per second of data can be sent downstream and up to 640 Kbps upstream. The high
downstream bandwidth means that a telephone line may carry motion video, audio, and 3-D images to

destination computers or television displays. In addition, a small portion of the downstream bandwidth
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can be devoted to voice rather data, and phone conversations may be carried without requiring a
separate line. Unlike a similar service over “cable” television lines, ADSIL does not compete for
bandwidth with neighbors in a given area. In many cases, your existing telephone lines will work with
ADSL. In some areas, they may need upgrading.

“CDSL” or “Consumer DSL” is a trademarked version of DSL, to be made available by
Rockwell Corporation, that is somewhat slower than ADSL (1 Mbps downstream, generally predicted
to be lower upstream) but has the advantage that a "splitter” does not need to be installed at the user’s
end. Hardware may be required to carry CDSL by local phone companies to homes or businesses.
CDSL uses its own carrier technology rather than DMT or CAP ADSL technology.

Various companies have worked with telephone companies in developing a standard and easier
installation version of ADSL, called “G.Lite”, that is believed to be under deployment at the time of
this disclosure. “G.Lite” or “DSL Lite” (also known as “splitterless ADSL”, and “Universal ADSL”) is
believed to be essentially a slower ADSL that doesn't require splitting of the line at the user end but
manages to split it for the user remotely at the telephone company, which is believed to lower costs.
G.Lite, officially ITU-T standard G-992.2, is published to provide a data rate from 1.544 Mbps to 6
Mpbs downstream and from about 128 Kbps to about 384 Kbps upstream. At least one publication has
predicted G.Lite to become the most widely installed form of DSL.

“HDSL” or “High bit-rate DSL” is believed to be the earliest variation of DSL to be widely
used for wideband digital transmission within a corporate site and between the telephone company and
a customer. The main characteristic of HDSL is that it is symmetrical: an equal amount of bandwidth is
available in both directions. For this reason, the maximum data rate is generally lower than for ADSL.
HDSL can carry as much on a single wire of twisted-pair as can be carried on a T1 line in North
America or an El line in Europe (up to about 2.32 Mbps).

“IDSL” or “ISDN DSL” is somewhat of a misnomer since it's really closer to ISDN data rates
and service at about 128 Kbps than compared with the much higher rates generaily associated with
ADSL.

“RADSL” or “Rate-Adaptive DSL” is an ADSL technology to be made available from Westell
company in which software is able to determine the rate at which signals can be transmitted on a given
customer phone line and adjust the delivery rate accordingly. Westell's “FlexCap2™” version system
uses RADSL to deliver from about 640 Kbps to about 2.2 Mbps downstream and from about 272 Kbps

to about 1.088 Mbps upstream over an existing line.
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“SDSL” or “Symmetric DSL” is similar to HDSL with a single twisted-pair line, carrying about
1.544 Mbps (U.S. and Canada) or about 2.048 Mbps (Europe) each direction on a duplex line. It's
symmetric because the data rate is the same in both directions.

“UDSL” or “Unidirectional DSL” is a proposal from a Buropean company, and is generally believed to
provide a unidirectional version of HDSL.

“VDSL” or “Very high data rate DSL” is believed to be a technology under development that
promises much higher data rates over relatively short distances, for example between about 51 and
about 55 Mbps over lines up to about 1,000 feet or about 300 meters in length. At least one publication
has predicted that VDSL may emerge somewhat after ADSL is widely deployed and co-exist with it.
The transmission technology (CAP, DMT, or other) and its effectiveness in some environments is not
yet determined. A number of standards organizations are working on it.

“x2/DSL” is modem from 3Com that supports 56 Kbps modem communication but is
upgradeable through new software installation to ADSL when it becomes available in the user's area.

At least one publication cites 3Com as describing this technology to be "the last modem you will ever
need.”

A “T1” transmission line is generally considered a “broadband” carrier and is defined as a typc
of “T-carrier” system, which is believed to have been first introduced by the Bell System in the U.S. in
the 1960°s as the first successful system that supported digitized voice transmission. The T-carrier
system is entirely digital, using pulse code modulation and time-division multiplexing. Voice signals
are typically sampled at about 8,000 times a second and each sample is digitized into an 8-bit word.
With 24 channels digitized at the same time, a 192-bit frame, representing 8-bit words on cach of 24
channels, is thus transmitted about 8,000 times a second. Each frame is separated from the next by a
single bit, resulting in a 193-bit block. The T-1’s published data rate of 1.544 Mbps generally
represents the 192 bit frame, and the 1-bit signaling bit, multiplied by 8,000.

A T-1 system typically uses 4 wires and provides duplex capability, with two wires dedicated
for receiving and two for sending at the same time. The T-1 digital stream includes 24, 64 Kbps
channels that are multiplexed, wherein the standard 64 Kbps channel is based on the bandwidth
required for a voice conversation. The four wires were originally a pair of twisted pair copper wires,
but more recent systems provide coaxial cable, optical fiber, digital microwave, and other carrier
technologies. The number and use of the channels may be varied from the standard guidelines.

The original transmission rate (1.544 Mbps) for T-1 lines is in common use today in Internet

service provider (“ISP”) connections to the Internet. Another level, the T-3 line, is published to
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provide 44.736 Mbps, and is also commonly used by Internet service providers. Another commonly
used service is “fractional T-1”, which is the rental of some portion of the 24 channels in a T-1 line,

with the other channels unused.
Display Capabilities/Constraints & Related Standards

Various different types of receiver display capabilities may also significantly impact the
appropriate CODEC modality for efficiently communicating particular streaming media signals for
display by the receiver. A brief summary of certain examples to illustrate such varied display
parameters (e.g. resolution, clarity, color, depth, size, type/format-specific) is provided for a better
understanding as follows.

One parameter that is highly variable between different types and makes of streaming media
receiver devices, and therefore that may have significant impact on the appropriate CODEC to be used,
is the range of colors that may be expressed by a display device, or “palette”. A standard “browser-
safe” palette, which may be accommodated by most software for Internet-based streaming media
display, may include for example about 216 colors, though for web-based strecaming media the
computer display capability as well as the browser software capability must be understood.

With respect to computer display technology, a color is set for each individual pixel or
addressable illumination element on the screen. Each pixel has ared, green, and blue (RGB)
component. By specifying the amount of intensity for each of these components, a distinct color is
given to that pixel. A “true color” display generally defines the color of a pixel on a display screen
using a 24-bit value, allowing the possibility of up to 16,777,216 possible colors. The number of bits
used to define a pixel’s color shade is called the “bit-depth”. True color is sometimes referred to as
“24-bit color”, though many modern color display systems offer a 32-bit color mode. An extra byte,
called the “alpha channel”, is typically used for control and special effects information. A “gray scale”
(composed of discrete shades of gray) display setting is generally defined as having N bits of depth
where N represents the saturation of black within the pixel. IfN=1, the image is not called gray scale
but instead monochrome, or black and white, as the bit can only be on or off and can contain no
shading information.

Common computer resolutions include for example and without limitation the following:
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() VGA or Video Graphics Array capable of displaying 640x480 pixels in 16 colors or
320x240 pixels in 256 colors in a 4:3 aspect ratio;

(i1) SVGA or Super Video Graphics Array capable of 800x600x6 bits/pixel (16 colors) or
650x480x8 bits/pixel (256 colors). SVGA was created by the Video Electronics
Association (VESA); and

(iii) XGA (v1-4) or eXtended Graphics Array capable of 1024x768 pixels at 32,768 colors.

Additional standards have been added such as SXGA, defining pixel sizes above 1960x1440
and color depths of 32 bits/pixel and higher.

In the event that a larger range of colors (or palette) is used by a media signal than a particular
display or browser can handle, most browsers are typically adapted to “dither” the colors, which is
herein intended to mean that the browser will find colors within its palette that it can substitute for any
color that is outside of its palette. To further illustrate the wide range of different system display
capabilities, systems using WindowsTM (commercially available from Microsoft Corporation) and
MacintoshTM (commercially available from Apple Corporation) based operating systems do not bave
identical palettes; within the usual 256 color palette, 216 arc common to both types of browsers,
whereas 40 are different and therefore require dithering by a browser operating within one of the
systems if an image signal is communicated to that type of system in a format specified by the other.

Many different technologies also exist with respect to how a visual display is enabled from
electronic information. The terms “VDT” or “Video Display Terminals” are generally used within the
computer industry and are herein intended to be used interchangeably with simple references to
“display”. With respect to computer terminal use, VDT s comprise a computer output surface and
projecting mechanism that shows text and graphic images to the computer user. VDT’s may use a
variety of specific display technologies, including for example cathode ray tubes (“CRTs”), liquid
crystal displays (“LCDs”), light-emitting diodes (“LEDs™), gas plasma, or other image projection
technology. The display is usually considered to include the screen or projection surface and the device
that produces the information on the screen. In some computers, the display is packaged in a separate
unit or “monitor”, or the display may be fully integrated in a single unit with the computer processor.

With respect to LCD’s in particular, this technology generally requires minimal volume and
physical depth compared to other VDT’s, and therefore is typically used in laptop computers and
cellphone/PDA’s. LCD’s consume much less power than LED and gas—display VDT’s because they
work on the principle generally of blocking light rather than emitting it. An LCD may be either
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“passive matrix” or “active matrix”, which is also known as “thin film transistor” or “TFT” display.
The passive matrix LCD has a grid of conductors with pixels located at each intersection in the grid. A
current is sent across two conductors on the grid to control the light for any pixel. An active matrix has
a transistor located at each pixel intersection, requiring less current to control the luminance of a pixel.
For this reason, the current in an active matrix display can be switched on and off more frequently,
improving the screen refresh time and therefore efficacy for higher speeds of streaming media (e.g.
action video). Some passive matrix LCD’s have dual scanning, in that they scan the grid twice with
current in the same time as one scan in earlier versions; however, the active matrix is still generally
considered to be the superior technology of the two. Reflective color display technology—the
integration of color filters into passive-matrix display construction—is a low-power, low-cost
alternative to active-matrix technology. Because they reflect ambient light, reflective LCDs deliver
particularly high performance during use outside in daylight. Various different display technologies,
and therefore transmission formats, have also been specifically developed for television viewing. Thus
several different standards have evolved for television transmission, and their differences may
significantly impact the nature and extent of compression desired (and therefore the choice of a
particular CODEC) for communicating sireaming media signals in television environs. These
standards include in particular and without limitation: standard definition television (“SDTV”); and
high definition television (“HDTV”).

“SDTV” or “standard definition television” and “HDTV” or “high definition television” are the
two categories of display formats for digital television (“DTV”) transmissions, which are becoming the
standard. These formats provide a picture quality similar to digital versatile disk (“DVD”), and are
summarized relative to their similarities and differences as follows.

HDTV provides a higher quality display, with a vertical resolution display from about 720p to
at least about 10801 and an aspect ratio (the width to height ratio of the screen) of generally 16:9, for a
viewing experience similar to watching a movie. In comparison, SDTV has a range of lower resolutions
and no defined aspect ratio. New television sets will be either HDTV-capable or SDTV-capable, with
receivers that can convert the signal to their native display format. SDTV, in common with HDTV,
using the MPEG-2 file compression method in a manner that generally reduces a digital signal from
about 166 Mbps to about 3 Mbps. This allows broadcasters to transmit digital signals using existing
cable, satellite, and terrestrial systems. MPEG-2 uses the lossy compression method, which means that
the digital signal sent to the television is compressed and some data is lost, but this lost data may or

may not affect how the human eye views the picture. Both the ATSC and DVB standards selected
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MPEG-2 for video compression and transport. The MPEG-2 compression standard is elsewhere herein
described in further detail.

Because a compressed SDTV digital signal is smaller than a compressed HDTV signal,
broadcasters can transmit up to five SDTV programs simultaneously instead of just one HDTV
program, otherwise known as “multicasting”. Multicasting is an attractive feature because television
stations can receive additional revenue from the additional advertising these extra programs provide.
With today's analog television system, only one program at a time can be transmitted. Note that this
use of the term “multicasting™ is distinct from its use in strearming video where it involves using special
addressing techniques.

When the United States decided to make the transition from analog television to DTV, the
Federal Communications Commission decided to let broadcasters decide whether to broadcast SDTV
or HDTV programs. Most have decided to broadcast SDTV programs in the daytime and to broadcast
HDTYV programs during prime time broadcasting. Both SDTV and HDTV are supported by the Digital
Video Broadcasting (DTV) and Advanced Television Systems Committee (ATSC) set of standards.

HDTYV as a television display technology provides picture quality similar to 35 mam. movies
with sound quality similar to that of today's compact disc (further with respect to audio quality, HDTV
receives, reproduces, and outputs Dolby Digital 5.1). Some television stations have begun transmitting
HDTV broadcasts to users on a limited number of channels. HDTV generally uses digital rather than
analog signal transmission. However, in Japan, the first analog HDTV program was broadcast on June
3, 1989. The first image to appear was the Statue of Liberty and the New York Harbor. It required a 20
Mhz channel, which is why analog HDTV broadcasting is not feasible in most countries.

HDTYV provides a higher quality display than SDTV, with a vertical resolution display from
720p to 1080i. The p stands for progressive scanning, which means that each scan includes every line
for a complete picture, and the i stands for interlaced scanning which means that each scan includes
alternate lines for half a picture. These rates translate into a frame rate of up to 60 frames per second,
twice that of conventional television. One of HDTV's most prominent features is its wider aspect ratio
(the width to height ratio of the screen) of 16:9, a development based on a research-based belief that the
viewer's experience is enhanced by screens that are wider. HDTV pixel numbers range from one to
two million, compared to SDTV's range of 300,000 to one million. New television sets will be either
HDTV-capable or SDTV-capable, with receivers that can convert the signal to their native display

format.
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In the United States, the FCC has assigned broadcast channels for DTV transmissions. In SDTV
formats, DTV makes it possible to use the designated channels for multiple signals at current quality
levels instead of single signals at HDTV levels, which would allow more programming with the same
bandwidih usage. Commercial and public broadcast stations are currently deciding exactly how they
will implement their use of HDTV.

Simulcast is the simultaneous transmission of the same television program in both an analog
and a digital version using two different channels or frequencies. At the end of the DTV transition
period, it is believed by that analog transmission will be substamntially replaced such that current analog
channels will be used solely for DTV. The extra channels that were used for digital broadcasting may
for example then be auctioned and used for more television channels or other services such as
datacasting. Simulcast is also used for the transmission of simultaneous television and Internet services,
the transmission of analog and digital radic broadcasts, and the transmission of television programs in
different screen formats such as the traditional format and the wide screen format. Simulcast
broadcasting is used worldwide.

The transition to DTV is not an easy or inexpensive transition. For a television station to
transmit DTV programming, it must build its DTV facilities, but a station must have revenue to build
these facilities. Simulcast allows stations to continue receiving revenues from traditional analog
programming and also gain extra revenues from the extra digital programming. Another obstacle in the
transition to DTV is lack of interest among consumers. The need for special equipment is prohibiting
viewers from seeing the difference between .digital and analog programs, which is also slowing down
public enthusiasm for DTV.

The equipment needed for operating DTV depends on whether terrestrial, cable, or satellite
services are used as the transmission channel/carrier. In any event, and according to known or
anticipated systems, it is generally believed that consumers will, at a minimum, have to purchase a
converter to view DTV transmissions on their old television sets. In addition, consumers that use
terrestrial services or antennas to receive television signals need an antenna equipped for digital signals.
A consumer located in mountainous terrain in an ATSC-compliant country may not be able to receive
terrestrial-based digital signals because of multipath effects. This is common even with today's analog
television system. In DVB compliant countries, terrain does not affect the reception of digital signals.
Satellite users are already enjoying DTV broadcasting, but a larger satellite dish might be needed to

view HDTV programming.
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A “set-top” box is herein defined as a device that enables a television set to become a user
interface to the Internet and also enables an analog television set to receive and decode DTV
broadcasts. DTV set-top boxes are sometimes called receivers. It is estimated that 35 million homes
will use digital set-top boxes by the end of 2006, the estimated year ending the transition to DTV.

A typical digital set-top box contains one or more microprocessors for mnning the operating
system, usually Linux or Windows CE, and for parsing the MPEG transport stream. A set-top box also
includes RAM, an MPEG decoder chip, and more chips for audio decoding and processing. The
contents of a set-top box depend on the DTV standard used. DVB-compliant set-iop boxes contain
parts to decode COFDM transmissions while ATSC-compliant set-top boxes contain parts to decode
VSB transmissions. More sophisticated set-top boxes contain a hard drive for storing recorded
television broadcasts, for storing downloaded software, and for other applications provided by the DTV
service provider. Digital set-top boxes can be used for satellite and terrestrial DTV but are used mostly
for cable television. A set-top box price ranges from $100 for basic features to over $1,000 for a more
sophisticated box.

In the Internet realm, a set-top box often really functions as a speéiah'zed computer that can
"talk to" the Internet - that is, it contains a Web browser (which is really a Hypertext Transfer Protocol
client) and the Internet's main program, TCP/IP. The service to which the set-top box is attached may
be through a telephone line as, for example, with Web TV or through a cable TV company like TCIL.

To take advantage of Dolby Digital 5.1 channel for satellite broadcasts, a satellite receiver that
provides a Dolby Digital output is necessary. For cable users, all digital set-top boxes are equipped
with a Dolby Digital two-channel decoder. To use 5.1 channel sound, a 5.1 channel-compliant set-top
box is needed or an external 5.1 channel decoder unit.

The most dramatic demonstration of digital television's benefits is through a high-end HDTV,
because of the larger screen, wider aspect ratio and better resolution. Like most new technologies,
however, HDTYV is expensive. Nevertheless, less expensive digital TVs provide a markedly improved
viewing experience over regular TV, and for those who choose to retain their old sets, even the addition
of a set-top converter will deliver a discernibly improved picture and sound.

The FCC's schedule for transition to DTV proposes that everyone in the U.S. should have
access to DTV by 2002 and that the switch to digital transmission must be completed either by 2006 or
when 85% of the households in a specific area have purchased digital television sets or set-top

converters.
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In the early 1990s, European broadcasters, consumer equipment manufacturers, and regulatory
bodies formed the European Launching Group (ELG) which launched a “DVB” or “Digital Video
Broadcasting” project in order to introduce DTV throughout Europe. DVB is intended to provide an
open system as opposed to a closed system. Closed systems are content-provider specific, not
expandable, and optimized only for the system they were developed for. An open system, such as
DVB, allows the subscriber to choose different content providers and allows integration of PCs and
televisions. DVB systems are intended to be optimized for television, but as well as supporting home
shopping and banking, private network broadcasting, and interactive viewing. DVB is intended to open
the possibilities of providing crystal-clear television programming to television sets in buses, cars,
trains, and even hand-held televisions. DVB is also promoted as being beneficial to content providers
because they can offer their services anywhere DVB is supported regardless of geographic location.
They can also expand their services easily and inexpensively and ensure restricted access to subscribers
reducing lost revenues due to unauthorized viewing. Today, the DVB Project consists of over 220
organizations in more than 29 countries worldwide and DVB broadcast services are available in

Europe, Africa, Asia, Australia, and parts of North and South America

Format-Specific Media

Various different formats for the streaming media signals themselves are also herein
summarized by way of non-limiting example to also provide a further understanding of how CODECS
may vary for a particular case.

“DVD” is an acronym for “digital versatile disc” is generally defined as a relatively recent
optical disc technology that holds up to about 4.7 Gigabytes of information on one of its two sides, or
enough for a movie about 133 minutes long on average. With two layers on each of its two sides, it
may hold up to 17 Gigabytes of video, audio, or other information, compared to current CD-ROM discs
of approximately the same physical size that hold about 600Mbytes (DVD holds more than about 28
times the information). DVD players are required to play DVD’s, though they will also play regular
CD-ROM discs. DVDs can be recorded in any of three general formats variously optimized for: (i)
video (e.g. continuwous movies); (ii) audio (e.g. long playing music); and (iii) or a mixture (e.g.
interactive multimedia presentations). The DVD drive has a transfer rate somewhat faster than an §-
speed CD-ROM player. DVD format typically uses the MPEG-2 file and compression standard, which

has about 4-times the resolution of MPEG-1 images and can be delivered at about 60 interlaced fields
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per second where two fields constitute one image (MPEG-1 delvers about 30 non-interlaced frames per
second. MPEG-2 and -1 standards are elsewhere herein defined in more detail. Audio gquality on DVD
is comparable to that of current audio compact discs.

“DVD-Video” is the name typically given for the DVD format designed for full-length movies
and is a box that will work with a television set. “DVD-ROM?” is a name given to the player that is
believed by some to be the future replacement to CD-ROM drives in computers, as these newer drives
are intended to play both regular CD-ROM discs as well as DVD-ROM discs. “DVD-RAM” is the
name given to writeable versions of DVDs. “DVD-Audio” is the name typically given to players
designed to replace the compact disc player.

“VHS” is an acronym for “Video Home System” and is generally defined as a magnetic
videotape cartridge format, typically a half-inch wide, developed for home use with the ability to record
and playback analog video and audio signals. VHS has become a popular format and the de facto
standard for home movie distribution and reproduction mainly due to its pervasive presence and
recordability. VHS stores signals as an analog format on a magnetic tape using technology similar to
that of audiocassettes. The tapes are played back and recorded on using VHS video cassette recorders
(VHS VCRs). VHS tapes store up to around two hours of video typically, although some VCRs are
able to record to them at a slower speed allowing up to six or even eight hours of recording per tape.

The VHS format outputs a little over 200 lines of horizontal resolution. This compares to DVDs
that output over 500 lines of horizontal resolution. Technically and perceptually, VHS is a format that
has been surpassed by other formats, including for example DVD, S-VHS, Hi-8 and others. However,
VHS remains a pervasive means for viewing video, and VHS tapes are still easily found across the
country and around the world everywhere from movie rental stores to grocery stores making then easily
accessible.

“CI’ is an acronym for “compact disc” and is generally defined as small, portable, round
medium for electronically recording, storing, and/or playing audio, video, text, and other information in
digital form. Initially, CD’s were only read-only; however, newer versions allow for recording as well
(e.g. “CD-RW™).

“Super audio compact disc” or “SACD” is a high resolution audio CD format that, together with
DVD-Audio (“DVD-A”), are the two formats competing to replace the standard audio CD (though
most of the industry generally is backing DVD-A, with a general exception believed to be Philips and
Sony). SACD, like DVD-A, offers 5.1 channel surround sound in addition to 2-channel stereo. Both

formats improve the complexity of sound by increasing the bit rate and the sample rate, and can be
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played on existing CD players, although generally only at quality levels similar to those of traditional
CDs. SACD uses Direct Stream Digital (“DSD”) recording, which is published as being proprietary to
Sony, that converts an analog waveform to a 1-bit signal for direct recording, instead of the pulse code
modulation (“PCM”) and filtering used by standard CDs. DSD uses lossless compression and a
sampling rate of about 2.8 MHz to improve the complexity and realism of sound. SACD may also
include additional information, such as text, graphics, and video clips.

Also for the purpose of further understanding, Internet-based communications also have
particular protocols for communication that must be accommodated by a streaming media
communications system using the Internet “superhighway”. These protocols, in particular with respect
to streaming media communication, are briefly summarized immediately below for the purpose of
providing a more detailed understanding.

With respect to Internet communication, streaming media signals are generally communicated
in digital format via data packets. The terms “packets” are herein intended to mean units of data that
are routed between an origin and a destination via the Intemet or any other packet-switched network.
More specifically, when a file is sent, the protocol layer of the communications system (e.g. TCP layer
of TCP/IP based system) divides the file into chunks of efficient size for routing. Each of these packets
is separately numbered and includes the Internet address of the destination. The individual packets for
a given file may travel different rouis through the Internet. When they have all arrived, they are
reassembled into the original file, for example by the TCP layer at the receiving end. A packet-
switching scheme is an efficient way to handle transmissions on a connectionless network such as the
Internet. An alternative scheme, circuit-switched, is used for networks allocated generally for voice
connections. In circuit-switching, lines in the network are shared among many users as with packet-
switching, but each connection generally requires the dedication of a particular path for the duration of

the connection.

Wireless Communications & the WAP Gateway

Of equal importance to the contemporary age of the Internet, the age of wireless
communications has significantly extended society’s ability to interact outside of the fixed confines of

the home and office, allowing our remote communications to break free from the umbilical cords of

wires and cables. For example, in 2000, the number of mobile subscribers grew by close to 50%.
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However, wireless communications systems, protocols, and enabling technologies have
developed in a significantly fragmented, “‘format-specific” market on a world-wide scale. This is
particularly true in comparing systems in wide use in the United States as compared to the rest of the
world. Therefore, much effort has been expended in overcoming compatibility issues between format-
specific systems and between the related wireless devices operating on different platforms. For the
purpose of further understanding wireless communication as it is later related to the present invention,
the following is a brief overview of significant technologies, systems, and protocols used in the
wireless communication industry.

In general, the progression of wireless communications systems for cellular telephones is
colloquially given the terms “1G”, “2G”, “2.5G”, and “3G”, representing respectively first generation,
second generation, and so-on. Initial systems were purely analog, known as the 1G phones and
systems. However, with rapid growth, available bandwidth for cellular phone use quickly eroded,
giving way to digital signal processing in the 2G, which significantly widened the available bandwidth
and ability for complex signal processing for advanced telecommunications. However, as demand
progressed for wireless Internet access, so went the technology development from 2G phones
(generally not Internet enabled), to 2.5G and 3G (progressively more enabled). As will be further
developed immediately below, the systems, protocols, and enabling technologies thus have developed
toward a concentrated focus in bringing the 2.5G and 3G modes to industry and consumers.

In general, there are four major digital wireless networks based upon 2G technology: time
division multiple access (“TDMA”™), code division multiple access (“CDMA""), Global System for
Mobile communication (“GSM™) and cellular digital packet data (“CDPD”). These are briefly herein
described as follows.

Time division multiple access (“TDMA”) is a technology used in digital cellular telephone
communication that divides each cellular channel into three time slots in order to increase the amount
of data that can be carried. TDMA is used by Digital-American Mobile Phone Service (D-AMFS),
Global System for Mobile communication (“GSM”), and Personal Digital Cellular (“PDC). However,
each of these systems implements TDMA in a somewhat different and incompatible way. An
alternative multiplexing scheme to TDMA and FDMA (frequency division multiple access) is code
division multiple access (“CDMA”).

Code division multiple access (“CDMA”) refers to any of several protocols used in 2G and 3G
wireless communications. As the term implies, CDMA is a form of multiplexing that allows numerous

signals to occupy a single transmission channel, optimizing the use of available bandwidth. the
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technology is used in ulira-high-frequency (UHF) cellular telephone systems in the 800 MHz to 1.9
GHz bands. CDMA uses analog-to-digital conversion (ADC) in combination with spread spectrum
technology. Audio input is first digitized into binary elements. The frequency of the transmitted signal
is then made to vary according to a defined pattemn (code), so it can be intercepted only by areceiver
whose frequency response is programmed with the same code, so it follows exactly along with the
transmitter frequency. There are trillions of possible frequency-sequencing codes, thus enhancing
privacy and making cloning difficult. The CDMA channel is nominally 1.23 MHz wide. CDMA
networks use a scheme called “soft handoff’, which minimizes signal breakup as a handset passes from
one cell to another. The combination of digital and spread spectrum modes supports several times as
many signals per unit bandwidth as analog modes. CDMA is compatible with other cellular
technologies; this allows for nationwide roaming.

The original CDMA, also known as CDMA One, was standardized in 1993 and is considered a
2G technology that is still common in cellular telephones in the U.S. One version of cdmaOne, IS-
954, is a protocol that employs a 1.25 MHz carrier and operates in RF bands at either 800 MHz or 1.9
GHz; this supports data rates of up to 14.4 Kbps. Another version, IS-95B, is capable of supporting
speeds of up to 115 Kbps by bundling up to eight channels.

More recent CDMA varieties, CDMA2000 and wideband CDMA offer data speeds many times
faster. CDMAZ2000, also known as IMT-CDMA Multi-Carrier or IS-136, is a CDMA version of the
IMT-2000 standard developed by the International Telecommunications Union (ITU). The
CDMAZ2000 standard is a 3G technology that is intended to support data communications at speeds
ranging from 144Kbps to 2 Mbps. Companies that have developed versions of this standard include
Ericsson and Qualcomm corporations. Wideband CDMA, or “WCDMA?”, is an ITU standard denived
from CDMA that is also known as IMT-2000 direct spread. WCDMA is a 3G technology intended to
support data rates of up to 2Mbps for local area access, or 384 Kbps for wide area access, and supports
mobile/portable voice, images, data, and video communications at these speeds. WCDMA digitizes
input signals and transmits the digitized output in coded, spread-spectrum mode over a 5 MHz wide
carrier — a much broader range than the 200 KHz wide narrowband CDMA.

The Global System for Mobile communication (“GSM”) is a digital mobile telephone system
that is widely used in Europe and other parts of the world; this system uses a variation of “TDMA”
(introduced immediately below) and is the most widely used of the three digital wireless telephone
technologies (TDMA, GSM, and CDMA). GSM digitizes, compresses, and then sends data down a

channel with two other streams of user data, each in its own time slot. It operates at either the 900 Mhz
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or 1800 MHz frequency band. At the time of this disclosure, GSM is generally considered the wireless
telephone standard in Europe, and has been published to have over 120 million users worldwide and is
available in 120 countries. At least one company in the United States, American Personal
Communications (SprintTM subsidiary), is using GSM as the technology for a broadband personal
communications services (“PCS”). PCS are telecommunications services that bundle voice
communications, numeric and text messaging, voice-mail and various other features into one device,
service contract and bill. PCS are most often carried over digital cellular links. This service is planned
to have more than 400 base stations for various compact mobile handsets that are being made by
manufacturers such as Ericsson, Motorola, and Nokia corporations; these devices generally include a
phone, text pager, and answering machine. GSM is part of an evolution of wireless mobile
telecommunications that includes High-Speed Circuit-Switched Data (HCSD), General Packet Radio
System (GPRS), Enhanced Data GSM Environment {EDGE), and Universal Mobile
Telecommunications Service (UMTS).

Cellular Digital Packet Data (“CDPD”) is a wireless standard providing two-way, 19.2 kbps
packet data transmission over existing cellular telephone channels.

Several different protocols have also been put into use for communicating over the various
wireless networks. Various specific such protocols are briefly introduced as follows.

“X.25” is a packet-based protocol, principally used at the time of this disclosure in Europe and
adapted as a standard by the Consultative Committee for International telegraph and Telephone
(CCITT). X.25 is a commonly used network protocol that allows computers on different public
networks (e.g. CompuServe, Tymnet, or TCP/IP network) to communicate through an intermediary
computer at the network layer level. X.25’s protocols correspond closely to the data-link and physical-
layer protocols defined in the Open Systems Interconnection (“OSI”).

“OSI” is a model of network architecture and a suite of protocols (a protocol stack) to
implement it, developed by ISO in 1978 as a framework for international standards in heterogeneous
computer network architecture. The OSI architecture is split between seven layers, from lowest to
highest: (1) physical layer; (2) data link layer; (3) network layer; (4) transport layer; (5) session layer;
(6) presentation layer; and (7) application layer. Each layer uses the layer immediately below it and
provides a service to the layer above. In some implementations, a layer may itself be composed of sub-
layers.

General Packet Radio Services (“GPRS”) is a packet-based wireless communication service that

promises data rates from 56 to 114 Kbps and continuous connection to the Internet for mobile phone
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and computer users. The higher data rates will allow users to take part in video conferences and
interact with multimedia Web sites and similar applications using mobile handheld devices as well as
notebook computers. GPRS is based on Global System for Mobile (“GSM™) communication and will
complement existing services such as circuit-switched cellular phone connections and the Short
Message Service (“SMS”). SMS is a message service offered by the GSM digital cellular telephone
system. Using SMS, a short alphanumeric message (160 alphanumeric characters) can be sent to a
mobile phone to be displayed there, much like in an alphanumeric pager system. The message is
buffered by the GSM network until the phone becomes active.

The packet-based service of GPRS is publicized to cost users less than circuit-switched
services since communication channels are being used on a shared-use, as-packets-are-needed basis
rather than dedicated only to one user at a time. It is also intended to make applications available to
mobile users because the faster data rate means that middleware currently needed to adapt applications
to the slower speed of wireless systems will no longer be needed. As GPRS becomes widely available,
mobile users of a virtual private network (“VPN™) will be able to access the private network
continuously rather than through a dial-up connection. GPRS is also intended to complement
“Bluetooth”, a standard for replacing wired connections between devices with wireless radio
connections. In addition to the Internet Protocol (“IP”), GPRS supports X.25 protocol. GPRS is also
believed to be an evolutionary step toward Enhanced Data GSM Environment (“EDGE”) and Universal
Mobile Telephone Service (“UMTS™).

Universal Mobile Telecommunications Service (“UMTS”) is intended to be a 3G, broadband,
packet-based transmission of text, digitized voice, video, and nmitimedia at data rates up to 2 Mbps.
UMTS is also intended to offer a consistent set of services to mobile computer and phone users no
matter where they are located in the world. This service is based upon the GSM communication
standard, and is endorsed by major standards bodies and manufacturers, and is the planned standard for
mobile users around the world by 2002. Once UMTS is fully implemented, computer and phone users
can be constantly attached to the Internet as they travel.

Enhanced digital GSM enterprise (“EDGE" )service is a faster version of the Global System for
Mobile (GSM) wireless service, designed to deliver data at rates up to 384 Kbps and enable the
delivefy of multimedia and other broadband applications to mobile phone and computer users. The
EDGE standard is built on the existing GSM standard, using the same time-division multiple access

(TDMA) frame structure and existing cell arrangements. EDGE is expected to be commercially
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available in 2001. It is regarded as an evolutionary standard on the way tc; Universal Mobile
Telecommunications Service (UMTS).

Wireless Application Protocol (“WAP”) is a specification for a set of communication protocols
to standardize the way that wireless devices such as cellular telephones and radio transceivers, can be
used for Internet access, including e-mail, the World Wide Web, newsgroups, and Internet Relay Chat
(“IRC”). While Internet access has been possible prior to WAP, different manufactures have used
“format-specific” technologies. WAP enables devices and service systems to intercooperate.

In most recent times, much effort has been expended to merge the fields of wireless
communications and the Internet in order to bridge the gap of cords, wires, and cables that had before
separated the “information superhighway” from reaching people on wireless devices. Such technology
merger has developed for example within the home and office network setting itself, where wireless
infrared and radio frequency communications systems have been developed for interfacing equipment
within a “wireless” office or home. Another substantial effort has also been underway to communicate
and share information with more remote wireless devices, such as cell phones and personal digital
assistants (“PDA’s™).

PDA’s are typically small, mobile devices that may be “hand-held” and usually contain limited
processors and display screens for managing, storing, and displaying telephone books, calendars,
calculator, and the like. Recently available PDA’s have been made “wireless enabled”, either by
having wireless modems embedded within the PDA itself, or by coupling to wireless modem “plug-
ins” such as a cell phone. Wireless enabled PDA’s are also geﬁerally “Internet enabled” with limited
“browser” capability allowing the PDA to communicate with server devices over the Internet.
Examples of comumercially available wireless “enabled” PDA’s include the Palm VII (from Palm, Inc.),
and the iPAQ™ (from Compaq, Inc.). These PDA’s include a Windows CE™ operating system that
provides the limited browser capability and screen display for content. These phones have processing
capabilities from about 33 MHz to about 220 MHz and varied screen display capabilities, such as for
example 320 x 240 pixel screen displays.

Similarly, cellular phones themselves have also been recently rendered “Internet enabled”, also
with limited browser capability and screens to display content. Examples of “Internet enabled” cellular
phones include, for example: Sanyo SCP-4000™, Motorola 7 IOOOpZusTM, among a wide range of
others; this wide field represents hundreds of different processing and display capabilities.

In either the case of the PDA or the cellular phone that is “Internet-enabled”, compatibility with

the Internet protocols of communication must be achieved. In general, wireless communications take
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place over a wireless applications protocol (“WAP”), whereas communications over the Internet
proceed according to one of several different protocols, the most common being Transmission Control
Protocol/Internet Protocol (“TCP/IP”). Therefore, a WAP Gateway, as shown in Figure 1E, forms a
bridge between the world of the Internet (or any other IP packet network) and the wireless phone/data
network, which are fundamentally different in their underlying technologies. The gateway, in essence,
does the interpretation between these two distinct entities, allowing the consumer to use their cell
phone or hand held computing device (e.g. PDA) to access the Internet wirelessly.

However, streaming media that is formatted for transmission to higher power computing
devices such as desk-top computers having significant display capabilities is not generally compatible
for receipt and viewing on these devices that have severely limited processing and display
functionality. Particular “format-specific” compression schemes have been developed for use
specifically with only these devices, and only specific media content may be transmitted to these
devices in those formats.

There is still a need for a streaming media communications system that is adapted to transmit a
wide variety of streaming media signals in appropriate formats to be played by wireless devices such as
cellular phones and PDA’s having unigue constraints, such as, for example, limited and variable

processing, memory, and display capabilities.
SUMMARY OF THE INVENTION

The present invention addresses and overcomes the various limitations, inefficiencies, resource
limitations, and incompatibilities of prior known methods for streaming media communication, and is
provided in various beneficial modes, aspects, embodiments, and variations as follows.

The present invention according to one embodiment is a streaming media communications
system that uses a computer implemented intelligence system, such as artificial intelligence, in a
network system, such as a neural network, fo communicate a streaming media signal between a
transmission device and at least one destination device.

The present invention according to another embodiment is a system for communicating a
streaming media signal between a transmission device and a plurality of destination devices each
having different media signal processing capabilitieé.

The present invention according to another embodiment is a streaming media communications

system that is adapted to communicate a streaming media signal from a single transmission device and
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at least one destination device over a plurality of different transmission channels, each having a
different transmission capability or constraints with respect to communicating the streaming media
signal.

The invention according to another embodimertt is a neural network incorporating an artificial
intelligence implementation that is adapted to be trained in an adaptive learning process with respect to
the ability of a streaming media compression system’s ability to compress a streaming media signal at a
source into a compressed representation of the streaming media signal, transmit the compressed
representation over a transmission channel to a destination device, and decompress the compressed
representation into a decompressed representation of the streaming media signal which is adapted to be
played by the destination device.

The invention according to another embodiment is a system for compressing streaming media
signals according to a CODEC that is used at least in part based upon at least one parameter affecting
communication of the streaming media signals. According to one aspect of this mode, the CODEC is
used according to at least one of the following parameters: a previously learned behavior of the
CODEC with respect to another reference signal, a previously learned behavior of the CODEC with
respect to a prior attempt at compressing or decompressing the same streaming media signal, a
comparison of the CODEC’s operation with respect to the streaming media signal against a reference
algorithm compression of the streaming media signal, a learned constraint of the transmission channel,
and a learned constraint of the destination device. In one beneficial embodiment, the CODEC is used
based upon more than one of these parameters, and in still a further beneficial variation is used based
upon all of the parameters.

The invention according to another embodiment is a system for compressing streaming media
signals using a CODEC library that is adapted to store multiple CODECS of different types and
operations, and that is adapted to be searched and accessed by a network system, such as a neural
network, in order to provide an appropriate CODEC from the CODEC library for use in compressing
the input streaming media signal into a compressed representation for transmission to a destination
device,

The invention according to another embodiment is a CODEC operating system that is adapted
to interface with a CODEC Library and also with a neural network in order to use the neural network in
a process, such as an artificial intelligence process, to choose an appropriate CODEC from the CODEC
library and use the chosen CODEC for compressing the streaming media signal into a compressed

representation of the streaming media signal for transmission to a destination device.

41



10

15

20

25

30

WO 03/027876 PCT/US02/30874

According to one aspect, the CODEC library is adapted to receive and store a new CODEC
such that the new CODEC may be interfaced with the neural network in order to be chosen and applied
to compress the streaming media signal as provided.

The invention according to another embodiment is a destination agent that is adapted to be
stored by a destination device for use in decompressing a compressed representation of a streaming
media signal. The destination agent is adapted to communicate with a remotely located, compressed
streaming media transmission system in order receive and play sireaming media signals therefrom. In a
particularly beneficial aspect, the software agent is adapted to deliver information about the destination
device to the compressed streaming media transmission system, and is also adapted to receive and
decode certain encoded streaming media signals from the compressed streaming media transmission
system.

The invention according to another embodiment is a system for communicating a streaming
media signal having a destination agent that is adapted to be stored within a destination device for
decompressing a compressed representation of a streaming media signal into a decompressed
representation that may be played by the destination device.

According to one aspect of this embodiment, the destination agent has a diagnostic agent and
also a decompression agent. The diagnostic agent is adapted to determine a value for at least one
parameter of the destination device related to the capability for processing, storage, or display. The
decompression agent is adapted to apply a CODEC decompressor to decompress the compressed
representation of the sireaming media signal into the decompressed representation using a CODEC
based at least in part upon the value of the at least one parameter.

According to another aspect, the destination agent comprises a software agent. In one variation,
the software agent is embedded within the destination device. In another variation, the software agent
is adapted to be loaded onto the destination device at least in part by a remotely located source that is
adapted to deliver the compressed representation of the streaming media signal to the destination
device.

The invention according to another embodiment is a transcoder for trancoding streaming media
signals between at least one initial format and at least one transcoded format. The transcoder includes a
single thread for each of several streaming media signals.

The invention according to another embodiment is a video-on-demand streaming media system

incorporating the embodiments shown in the Figures and otherwise described herein.
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The invention according to another embodiment is a2 mobile telephone communications system
incorporating the embodiments shown in the Figures and otherwise described herein.

The invention according to another embodiment is an interactive gaming system incorporating
the embodiments shown in the Figures and otherwise described herein.

The invention according to another embodiment incorporates the various modes, embodiments,
aspects, features, and variations herein disclosed above and elsewhere to static media, as well as to

media that is stored locally after processing (e.g. compressing) and not transmitted.

BRIEF DESCRIPTION OF THE FIGURES

Figures 1A-B show schematic block diagrams representing two respective variations of prior
media communications systems using conventional CODEC systems.

Figures 1C-D show schematic block diagrams representing two respective variations of prior
media transcoder systems.

Figure 1E shows a schematic block flow diagram of the various interrelated components in a
prior WAP gateway communications system.

Figures 2-3 show schematic block diagrams of the transcoder system of one embodiment of the
present invention during two respective modes of use.

Figures 4A-5 show block flow diagrams in various detail, respectively, of a media
communications system according one embodiment of the invention.

Figure 6 shows a schematic block flow diagram of various interrelated components of a “video-
on-demand” streaming video communications system according one embodiment of the invention.

Figure 7 shows a schematic block flow diagram of various interrelated components of a
wireless streaming video communications system according to one embodiment of the present
invention.

Figure 8 shows a schematic block flow diagram of various interrelated components of a WAP
gateway media communications system according one embodiment of the present invention.

Figure 9 shows a schematic block flow diagram of various interrelated components of a
wireless communications system during backhauling according to one particular mode of use of the
media communications system of an embodiment the present invention.

Figure 10 shows a schematic block flow diagram of various interrelated components of an
interactive gaming communications system and set-top TV browsing of one embodiment of the present

mnvention.
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DETAILED DESCRIPTION OF THE EMBODIMENTS

The present invention as illustrated variously through the embodiments below (and by reference
to the Figures) provides a media communications system that includes a compression system, a
delivery system, and a decompression system, and in another aspect includes a transcoder system. In
general, the combination of these individual sub-systems provides a capability to efficiently transcode
media between multiple encoding formats, in addition to customize the compression, delivery, and
decompression of randomly selected streaming media signals based upon a large array of system
parameters as variables. These variables include for example, without limitation, parameters related to
the following: the source video signal, the source transmitting device, the transmission modality, and
the destination device. The compression, delivery, and decompression of a media signal is thus
customized to be optimally efficient for 2 given, and changing, environment of use. As aresult, a wide
range of complex streaming media signals may be communicated with a level of efficiency and range
of device compatibility that is significantly improved over other known systems.

Notwithstanding the benefiis of the overall streaming media communication system herein
described, each sub-system described also independently provides beneficially useful results for
streaming media communication. The various subsystems themselves, and the various iterations of
combinations of these sub-systems apparent to one of ordinary skill based at least in part upon this
disclosure, are also contemplated within the scope of the invention. In addition, various aspects of the
overall communication system, as well as of each sub-system described, are also contemplated as
useful for other applications other than specifically for streaming media communication in particular.
Therefore, where apparent to one of ordinary skill, such additional applications are further
contemplated within the scope of the invention, despite the particularly useful modes applied‘to

improved streaming media communication.

Transcoder

A video/audio transcoder 200 is provided according to the invention that enables one incoming
video source 210 to be streamed across multiple formats 215 (for example MPEG4, Real Video™, and
QuickTimeTM) from one device without human intervention. The transcoder 200 according to the

present embodiment provides substantially greater functionality at a fraction of the price of other
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comimercially available transcoder systems. Moreover, because the system works “on-the-fly,” pre-
compressing of the video source 210 is significantly diminished.

More specifically, the transcoder 200 system and method according to the invention is adapted
to transcode digitized media originating from any compressed or uncompressed format to be
reproduced into any other compressed format -- on demand, real-time. The system 200 and method
also enables efficient, simultaneous processing of multiple streams 215 of differing data from a
multiplicity of different compressed or uncompressed formats into a multiplicity of different
compressed formats.

The transcoder 200 of the present embodiment is herein described in an overall system by way
of illustration by reference to Figure 3. As shown, a first player initially makes a connection to a server
300 that houses the transcoder 200. The player format (e.g., Microsoft Media), connection speed (e.g.,
32 Kbps) and protocol (HT'TP) are identified. The server 300 pulls the live or pre-encoded video into a
“live buffer” or “cache” 310 and encodes it as digitized but nearly uncompressed data (e.g., AVI or
MPEG2). The server 300 then loads an appropriate CODEC thread (e.g. Microsoft Media™) at the
connection speed (e.g. 32 Kbps). Next, the server 300 loads a HTTP/MS player thread that serves the
first client Then, a second stream is requested by a clienl using M/S Player at 100Kbps with MMS.
The server loads the appropriate MS CODEC thread at the appropriate 100 Kbps rate. Then, the server
300 loads an MMS/MS player thread to serve the second client. Then, a third stream is requested by a
client using Real Player at 40 Kbps with RTSP. The server 300 loads the appropriate Real CODEC
thread at the appropriate 40 Kbps rate. Then, the server 300 loads an RTSP/Real player thread to serve
the third client. Again, this illustration is exemplary, and other specific CODECS may be suitable
substitutes, as well as other bit-rates, etc.

In order to provide still a further understanding of the present transcoder embodiment, Figure 3
shows the transcoder 200 by way of further example as applied to serve multiple different video
streams to different clients.

In brief, the present transcoder 200 shown and described uses “thread” communications instead
of “TPC” or “Inter Processor Communications™ that are used according to many conventional
transcoding techniques. For the purpose of this transcoder 200 description, the term “thread” is herein
intended to mean an encapsulation of the flow of control in a program. Single-threaded programs are
those that only execute one path through their code "at a time". Multithreaded programs may have
several threads running through different code paths "simultaneously”. In a typical process in which

multiple threads exist, zero or more threads may actually be running at any one time. This depends on
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the number of CPUs the computer on which the process is running, and also on how the threads system
is implemented. While a machine or system with a number of n CPUs may be adapted to run no more
than n threads in parallel, the threading operation according to the present transcoder invention may
give the appearance of running many more than n "simultaneously” by sharing the CPUs among
threads.

The transcoder 200 provides abstract APIs, and therefore the CODEC is accessed without the
(much larger) native encoder overhead. Buffering 310 is created as a function of client pull for
different video streams. Moreover, the transcoder 200 of the invention utilizes a network architecture -
a single thread for each different connection, combining clients into same thread if they are at they are
within the buffered segment of the same content. The transcoder’s 200 use of threads in the manner
herein shown and described is considered highly beneficial because a context switch between fwo
threads in a single process is believed to be considerably cheaper (processing/memory/IO) than using a
context switch between two processes. In addition, the fact that all data except for stack and registers
are shared between threads makes them a natural vehicle for implementing tasks that can be broken
down into subtasks that can be run cooperatively.

While various specific architectures may be built around the transcoder 200 embodiments just
described in order to achieve particularly desired results on a case-by-case basis. However, for the
purpose of further illustration, the following is an example of a more detailed system using the
transcoder 200 described. The transcoder 200 is provided adapted to support a large number of
simultaneous customer streams, each with differing formats. In particular, such system may support
more than 5000 simultaneous streams, and in some circumstances more than 7000 simultaneous
customer streams, each with differing video formats. Still further, the transcoder 200 may be
implemented to convert any of a wide number of video sources to a format uniquely appropriate or
required for many different individual clients each having differing needs. In one particular example, a
transcoder 200 as herein described may be implemented to support such high demand simultaneously
on any of the following formats: MPEG 1; MPEG 2; MPEG 4; Motion JPEG; AVI; H.261; H.263;
H.263 +; RealVideo™; G-8; QuickTime™; Shockwave Flash™; Indeo Cinepak™; ASF.

It is further contemplated that the transcoder 200 may be adapted in an overall communication
system to be compliant with all existing and soon anticipated fixed and mobile terminals and devices.
Moreover, the transcoder 200 may be implemented to adapt output stream format variables to
dynamically accommodate the channel and platform conditions of each client. Still further, the system

incorporating the transcoder is adapted to support load balancing servers and routers for multi-
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transcoder installations. Accordingly, it is believed that the transcoder 200 of the present invention
delivers significantly greater functionality for significantly lower cost than other prior transcoding
techniques and systems.

As described above, various different system architectures may incorporate the transcoder 200
of the invention without departing from the scope of the invention. However, more details of a
particular architecture that is believed to suitably provide the beneficial level of support just described
includes the following aspects: (1) dual P3-933 processor; (i1) any variant of Unix OS; (i1i) 512 MB
RAM; Redundant Firewire or Gigabit Ethernet; Redundant Power Supplies. Such system may be
provided in a rack mounted configuration, or otherwise to suit a particular need.

The following aspects of the transcoder 200 of the invention should be contemplated as broadly
beneficial, both independently and in various combinations as is apparent to one of ordinary skill based
at least in part from this disclosure.

A system and method is provided for utilizing asynchronous software thread communication in
both user and kernel space to perform efficient transcoding on multiprocessor and/or distributed
computing platforms (such as clustering). It has been observed that this method is more efficient than
utilizing traditional IPC methods to implement the transcoder. A shared library of CODEC algorithms
is created and used to access the various CODEC algorithms, thereby incurring a lower processing
overhead as well as lower memory utilization than that required by the traditional combined encoder
functionality such as that used in the majority of commercial encoders. Of particular benefit, common
threads may be used for multiple connections, and in fact even a single thread may be used for every
individual connection using the present transcoder.

A system and method is also provided for combining multiple clients to be served by the same
thread (for efficiency) whenever the same content is demanded and dynamic buffers (caches) can

accommmnodate all of the data points demanded.

Media Compression and Delivery System

A data compression and delivery system 400 and method is also provided according to the
invention for real time dynamic data signal processing for optimal reproduction of approximations of
original media data over a given set of constraints. This system 400 and method is illustrated

schematically by way of block flow diagrams in Figures 4A and 5. Further description of the various
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beneficial features and operation of this system is provided as follows by way of exemplary
embodiments generally incorporating by reference the description provided by these Figures 4A-5,

Figure 4 A ia a block diagram illustration of one embodiment of the data compression and
delivery system 400 of the present invention. As shown in Figure 4A, the data compression and
delivery system 400 comprises media module 405, dynamic player module 407, image processor 410,
baseline snapshot module 415, classifier 417, quality of standard (QoS) module 420, network layer
input module 425 and network output layer module 430. The system 400 further comprises a neural
network processing module 440, timer 435, CODEC library module 445, dynamic client request
module 450, ICMP module 455, device and network parameters measurement module 460 and delivery
and transmit module 465.

In one embodiment, the system 400, resident at a server node(s), processes incoming
uncompressed or previously compressed data. The system 400 employs neural networks 440 with
artificial intelligence to monitor the incoming data to determine a plurality of key characteristics of
each data segment. The system 400 correlates the incoming data characteristics with libraries 445 of
pre-developed self-referencing experientially learned rules of the patterns in a scene in a sequence of
frames in the input signal ( e.g., a video signal) and with externally imposed constraints to optimally
choose a preferred commercially available compression/decompression algorithm (e.g. CODEC) for
each segment of the data. The system 400 then sets up an extensive array of usage controls, parameters
and variables to optimize the chosen algorithm. Choice of algorithm and set up of parameters and
variables will dynamically vary with each segment of incoming data depending upon the characteristics
of the data as well as the evolving optimization process itself. The set of possible algorithms is
numerous, limited only by availability and other commercial considerations. Each segment of data is
encoded and compressed in the above manner and then served to a communications channel.

The compression system 400 just described is particularly useful as a streaming media
compression engine, which, based upon information from the available CODEC’s and the streaming
media delivery system, performs frame-by-frame analysis of the incoming video using another
artificially intelligent neural network 440. The system 400 then chooses the most appropriate
compression format and configures the compression parameters for optimal video compression based
on the best quality as measured by , in one embodiment, a selection of a peak signal to noise ratio from
the underlying system environment. The result is the “optimal” video and audio service for the device

and conditions present.
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A more specific account of the artificial intelligence/neural network 440 aspect of this system as
applied to streaming media signals is provided as follows. Initially, a library of separate and distinct
CODECS are added to the system as a searchable CODEC library 445. Additional libraries of relevant
reference information are also provided, including: a Network Transport Standards (NTS) library 443;
and a Quality-of-Service (QoS) library 447. Then, a video (media source) is introduced either in a
digitized or non-digitized format (AD conversion is used) via image processor 410. Image processor
410 then decompresses the source (if required) and employs various standard image processing
algorithms used for “cleaning-up” the source image(s). The resultant source media is then passed to the
baseline snapshot 415 repository where it will be used as a “perfect gold standard” for later
comparison. Simultaneously, this resultant source media is also fed to the classifier 417.

' The classifier 417 analyzes the source media for temporal, spatial and logical features for the
purpose of creating source media sub-segments which exhibit similar combinations of temporal, spatial
and logic features. “Similar” is defined to mean a contiguous sub-segment of the source media that
contains cormmon temporal, spatial and logic features that would lend themselves to a particular
encoding/compression algorithm (as found in the CODEC library 445). This source media sub-
segment (or, in one embodiment, a group of contiguous vidco and audio frames) is referred to as a
“scene”.

The neural network process 440 then operates upon this scene by employing CODECs from the
CODEC library 445 to compress the scene. The internal configuration of each CODEC are
manipulated/changed in accordance with inputs obtained from the NTS library 443, QoS library 447,
Timer Process 435, Network Input Layer 425, ICMP agent 455 and the Device and Network Parameter
measurement agent 460. The compressed scene is then decompressed and a comparison is made
against the Baseline Snapshot 415 using a quality measurement made by the quality standard process
420. In one embodiment of the j)resent invention, the Quality Standard Process 420 employs a peak
signal noise ration (PSNR) algorithm in order to perform the comparison of the decompressed scene
against the baseline snapshot of the source media. The comparison process is repeated with various
CODECs from the CODEC library 445 until the Neural Network Process 440 is satisfied with the
quality of the resultant compressed scene, within the constraints of the inputs received from the NTS
library 443, QoS library 447, Timer process 435, Network Input Layer 425, ICMP Agent 455 and the
Device and Network Parameter Measurement Agent 460. Finally, the resultant compressed scene 1s
sent to the Network Layer Output 430 which transports the compressed scene to the Client using an
appropriate Network Transport protocol and QoS algorithm.
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The above process is repeated until the entire source media has been {ransmitted to the Client or
until the process is aborted due to various possible conditions which may include: a Client request to
abort, network transport failure, Client hardware failure, etc.

The NTS library 443 is a repository of network transport services that are selected and used b'y
the Network layer output 430 to transport compressed source media to the Client and by the Network
Layer Input 425 to receive information from the Client. The selection is based upon qualitative and
quantitative inputs received from the Network Layer Input 425, ICMP agent 445 and the Device and
Network Parameter Mcasurement agent 460.

The QoS library 447 is a repository of quality of service algorithms that are selected and used
by the network layer output 430 to transport compressed source media to the Client. The selection is
based upon qualitative and quantitative inputs received from the Network Layer Input 425, ICMP agent
455 and the Device and Network Parameter Measurement agent 460.

The ICMP agent 455 generates inputs to the neural network process 440 that dynamically
provides it with the quantitative and qualitative characteristics of the transport in use between the
processor and the client. Tn one embodiment of the present invention, the ICMP protocol is used for
this purpose.

The Device and Network Parameters Measurement agent 460 generates inputs to the neural
network process 440 that dynamically provides it with the qualitative and quantitative characteristics of
the client’s environment. In one embodiment of the present invention, these client environment
characteristics include central processing unit (CPU) capacity, network interface characteristics, storage
capacity and media rendering devices capabilities.

Still referring to Figure 4A, the Network Layer Input 425 provides inbound (originating from
the client) network transport services. The Network Layer Output 430 provides outbound (originating
from the processor) network transport services. The Timer Process 435 provides a way for the user of
the invention to limit the maximum amount of time that the Neural Network Process 440 will spend in

processing a given source media.

Fip;rure 4B is a block diagram illustration of one embodiment of a CODEC selection scheme of
the neural network processing module 440 of one embodiment of the present invention. The neural
network processing module 440 shown in Figure 4B comprises a video frame selection module 475,
CODEC parameters module 480, input layer module 485 , hidden layers 486 — 487 and output module

488. In one embodiment of the present invention, a CODEC representative signal suitable to be used as
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a reference baseline signal for incoming signals to the neural network processing module 440 is
generated by the neural network processing module 440. In one embodiment, the classifier 417
determines which scenes in segments of an incoming video signal represents the best scene in light of
the available parameters of the underlying CODEC. A list of standards are used by the neural network
processing module 440 to determine which scene in the signal represents the best scene. In one
embodiment, the Neural Network Process 440 samples a number of pixels in a particular frame of
video to determine changes in the number of pixels in that particular frame vis-3-vis the pre-determined
parameters of the video signal. In another embodiment, significant motion changes in a particular
scene in the video signal may be used as the baseline reference scene (“best scene™) for subsequent
incoming video.

In one embodiment of the present invention, the neural network processing module 440 takes a
segment of video from the classifier 417 as an input and subsequently takes a sample of this input to
derive enough information that characterizes the video signal. For example, in the scheme illustrated in
Figure 4B, the Neural Network Process 440 takes a window snap-shot (e.g., a 176 X 144 pixel window)
to examine. It is advantageous for the Neural Network Process 440 to lock at the center of the sample
window to generate enough information about the video signal. In one embodiment of the present
invention, the Neural Network Process 440 uses a minimum of 8 frames to generate the requisite
information about the video signal. Information from the sample window is presented with the
particular CODEC parameters from parameter module 480 to the input layer 485.

The input layer 485 is coupled to a plurality of hidden layers 486 — 487 via a plurality of .
neurons with each connection forming either a strong or weak synoptic link from one neuron to the
other. In one embodiment, each CODEC supported by the neural network processing module 440 is
provided with its own neural network to process the CODEC speciﬁc parameters that come with the
particular CODEC. The Neural Network Process 440 generates the “best” video signal through a
round-robin like process referred to as a “bake-off” from the plurality of CODECs processed during a
video sampling capture period. In processing the best video representation from incoming signals, each
of the corresponding neural networks for each of the CODECS generates the best repreéentative sample
from the hidden layers 486 — 487 and feed the signal to the output module 488. In one embodiment of
the present invention, the output data set of the best CODEC from each class of CODECS being
processed by the Neural Network Process 440 has two possibilities. The first being the Neural
Network Process 440 submitting the best results for each CODEC to the output module 488 to a “bake-
off” neural network of the plurality of “best” samples for each of the plurality of CODECS which in
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turn generates the winning best CODEC from the plurality of best CODECS. The bake-off neural
network is smaller and faster than the neural networks that handle the processing of the CODECS.

In a second processing scheme, the Neural Network Process 440 may implement a genetic
algorithm processing of the best CODECS generated by the plurality of CODECS. The genetic
algorithm follows the same statistical selection approach of a marble game. Thus, instead of feeding
the winning output CODEC from the various neural networks into a “bake-off” neural network, a
genetic algorithm processing may be applied to feed the output module 488 from the various neural
networks into a bucket and picking the best CODEC representation from a collection of scenes at the
end of the source media, for example, a movie, etc. In one embodiment of the present invention, the
Neural Network Process 440 uses a combination of forward and backward propagating algorithm to
process the CODECS.

Referring back to Figure 4A, for the purpose of providing a further understanding of this
artificial intelligence process, the following example of one particular application is provided. It is to
be appreciated that the features and operation of the system provided by this exemplary application are
to be considered as broadly descriptive of the neural network 440 aspect for data compression and
delivery according to the invention. Other applications may be made and fall within the scope of the
invention.

A video content provider installs the system of the present invention on its server. Sample
videos are introduced to the system in order to perform an initial Al process as described above. A
complex matrix of CODEC characterizations, e.g. for each bit rate, pattern of video, etc., is created to
be drawn from later. Next, a client end-user connects to the content provider system in order to view a
video M. The communication system of the invention residing on the server delivers a software agent
to the client’s device, thus enabling the client to connect to the communication system in order to
deliver device-specific information and receive the appropriate compressed signal with decompression
CODEC for playing. Next, the Al system begins loading the video M as a streaming signal into a
buffer for the purpose of choosing the appropriate CODEC for each frame and compressing each frame
appropriately for transmission. The time period of the buffer depends upon multiple variables,
principally the processing power of the system, and may be generally for example approximately 15
seconds for systems having appropriate capability for pre-recorded but uncompressed video media.
Within the buffer, each frame is compared against each CODEC according to the “types™ of sequences

pre-tested in matrix as depicted in the diagram.
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Next, the system 400 looks at end-user parameters, e.g. screen resolution, memory available, via
information received from the software agent in the client’s device. The most appropriate CODEC is
then chosen and configured/funed for optimal performance by setting certain variables within the
CODEC to fixed quantities (e.g. based on comparing source video vs. patterns in past, transmission
channel capabilities or constraints, and destination device capabilities or constraints). The process just
described is generally done frame-by-frame by the classifier 417, but the CODECS are compared for
temporal compression efficiency such that the process for each frame contemplates other leading and
lagging frames. Oncc the appropriate CODEC is chosen and tuned for each frame (or block of frames
where appropriately determined automatically by the system), the delivery system reports to the client
agent and delivers the tuned CODEC ahead of the corresponding frame(s) to be decompressed and
played.

It is to be appreciated that the neural network 440 of this system 400 continuously learns and
remembers the performance and operation of the CODECS within the CODEC library 445, and
continuously uses its learning to improve the compression efficiency of the input media signal. The
process of running a signal frame through the library, modifying CODEC operating parameters,
comparing compression performance by the compare logic 525 (Figure 5) against reference standard
compression, and running the loop again with further modifications, is an iterative 550 (Figure 5) one
that generally continues to improve compression efficiency. In fact, compression with one or more
CODECS in the library 445 may reach improved levels better than the reference compression
algorithm(s).

Nevertheless, when time constraints 435 (Figure 4A) are present (such as in real-time push or
pull demand for the streaming media content), this process must eventually be stopped at some point so
that a particular frame or series of frames being processed may be compressed 575 and delivered 580 to
the destination without unacceptable delay by timer 435. Then, the next frame or series may be
operated upon by the neural network 440 within the CODEC operating system. These endpoints may
be defined by reaching a predetermined desired result, such as for example but without limitation: (i)
reaching a predetermined percentage (%) compression efficiency, such as for example as compared to
the reference standard; or (ii) reaching a predetermined or imposed time limit set on the process, such
as for example according to a time related to the buffer time (e.g. 15 seconds); or (iii) the earlier
occurrence of either (i) or (ii). In any event, though an endpoint is reached for choosing the appropriate
CODEC and performing the compression 575 and delivery 580 operations, this does not mark an

endpoint for the neural network 440 training which continues. The information that is gathered through

53



10

15

20

25

30

WO 03/027876 PCT/US02/30874

each loop in the process is stored 550. When subsequent similar frames or system constraint
parameters in an incoming frame are encountered 545 in the future, the stored information is
remembered and retrieved by the neural network 440 for improving compression 575 and delivery 580
efficiency.

While many different communication protocols are contemplated, one particular embodiment
which is believed to be beneficial uses a “full duplex network stack’ protocol, which allows for bi-
directional communication between the server and the client device. Again, while other protocols may
be appropriate for a particular application, the full duplex system is preferred.

The system 400 just described addresses the difficulties encountered with previously known
CODEC systems by utilizing the streaming media delivery architecture to overcome latency issues and
the embedded neural network 440 to overcome speed concerns. The system 400 is then able to
reconfigure the algorithms used for compression in the neural network 440, the goal being to achieve
optimum results every time over any network configuration.

A wide variety of CODECS may be used within the CODEC library 445 according to the
overall compression systems and methods just described, though beneficial use of any particular
CODEC according to the invention contcmplates such CODEC taken either alone or in combination
with other CODECS. For example, an approprjate CODEC library 445 may include one or more of the
following types of CODECS: (i) block CODECS (e.g. MPEG versions, such as Microsoft Media™ or
QuickTime™); (ii) fractal CODECS; and (jii) wavelet CODECS (e.g. Real™). According to another
aspect, an appropriate CODEC library 445 may include one or more of the following types of
CODECS: (i) motion predictive CODECS; and (ii) still CODECS. Still further, the CODEC library
445 may contain one or more of the following: (i) lossy CODECS; and (ii) lossless CODECS.

In one embodiment of the present invention, all of these different types of CODECS may be
represented by the CODEC library 445 according to the invention; and, more than one particular
CODEC of a given type may be included in the library. Or, various combinations of these various
types may be provided in order to achieve the desired ability to optimize compression of a streaming
media communication over a wide range of real-time variables in the signal itself, transmission channel
constraints, or destination device constraints. Still further, an additional highly beneficial aspect of the
invention allows for new CODECS to be loaded into the library 445 and immediately available for use
in the neural network 440 compression/delivery system 400. Nevertheless, one particular example of a
CODEC library 445 which is believed to be beneficial for use in optimally communicating a wide

range of anticipated streaming media signals, and of particular benefit for image signals, includes the
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following specific CODECS: MPEG versions 1, 2, and 4 (e.g. Microsoft Media™ and QuickTimeT™);
DUCK TruMotion™; ON2; Real Media™; MJPEG: H.261; H.263; H.263+; GIF; JPEG; JPEG2000;
BMP; WBMP; DIVX.

The following are further examples of various aspects of the compression system and method
just described that should be considered as broadly beneficial, both independently and in various
combinations as is apparent to one of ordinary skill based at least in part on this disclosure. Further
examples of such broad aspects are elsewhere provided in the “Summary of the Invention™ as well as in
the appended claims.

Use of neural networks 440 with artificial intelligence to achieve the various CODEC
operations described is broadly and uniquely beneficial. In particular, a system and method is provided
for pre-processing 410 of source data determined by application of learned responses to the signal
quality, data content and format of the data. A system and method is provided for processing each unit
(e.g. frame or block of frames) of source data by selection and application of a suitable CODEC (from
a set of all available CODECS in the CODEC library 445) dependent upon observed characteristics of
the source data and application of past-learned responses to compressing similar data. A system and
method is provided for processing each unit of source data by setting a multiplicity of compression
characteristics within a chosen compression algorithm to optimize capture and preservation of the
original data integrity. Still further, each or all of the aforementioned signal processing steps is applied
to each unique, sequential unit of signal data, e.g., signal clip, video frame, or individual packet as
appropriate.

It is further contemplated that a CODEC management system 400 according to the invention provides a
system and method for image processing that is adapted to normalize original source data/images as
well as to resize and resample original data to fit the specification of the neural network processing
module 440. An ability to serve any transmission or recording channel with a single system and with
any source data stream is also provided. Moreover, the various systems and methods herein described,
individually and beneficially in combination, are provided with compatibility to any connection or
connectionless protocol, including but not limited to TCP, UDP, WTP/WDP, HTTP, etc.

The invention as herein shown and described also allows for highly beneficial applications for
accelerating the learning rate of neural networks 440 while minimizing the data storage requirements to
implement said networks. Different classes of data streams each have unique characteristics that
require substantially greater processing by neural networks 440. For example, video data streams differ

by prevalence and degree of motion, color contrast, and pattern and visibility of details. Greater
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processing requires longer times to reach optimal functionality. Greater processing also requires more
predictive library storage, often growing to unlimitedly large sizes. For real-time neural network
processing, processing time and storage can be minimized to greatly increase functionality by
providing pre-developed predictive libraries characteristic of the class of data stream.

Accordingly, the following are examples of aspects of the pre-trained neural network 440
aspects of the invention that should be appreciated as broadly beneficial, both independently and in
combination (including in éombination with other embodiments elsewhere herein shown and
described). A system and method is provided that creates and uses artificial intelligence in a neural

network 440 and pre-trains that intelligent network for use in solving a problem, which problem may be

" for example but not necessarily limited to streaming media compression according to a particular

beneficial aspect of the invention. A system and method is also provided for subdividing the universe
of problems to be solved into useful classes that may be processed according to a learned history by the
intelligent network.

An intelligent streaming media delivery system and method is also provided according to the
invention that manages content transmission based on end-user capabilities and transmission channel
constraints, such as for example, but without limitation, available transmission speeds or bandwidth,
and Internet congestion. The data compression and delivery system 400 utilizes a computer
implemented intelligence process, such as an artificial intelligence process based on a neural network
to analyze aspects of the connection (including without limitation differing bit rates, latencies,
transmission characteristics and device limitations) to make modifications in the compression
methodology and to manage Quality of Service (“QoS”) 420 issues. Compressed, digital, restorable
and/or decompressible data streams may be therefore delivered to a multiplicity of different local
and/or remote devices via a multiplicity of transmission mediums characterized by differing
capabilities. In addition, a decompression system is provided for reproducing the decompressed data at
the terminal device. .

In one beneficial embodiment, a terminal device establishes a link with the system resident on a
server node(s). Except for software normally required to establish communications, the terminal device
might not initially have resident software embedded therein associated with the present system. Upon
linking the terminal device to the server node, the system transmits a software agent to the terminal
device that cooperates with other software modules on the server-side that together form the overall
delivery system. The software agent informs the system of the terminal device configuration and

processing capacities for decompressing and displaying the data. The software agent also reports
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certain relevant information to the system of the characteristics of the communication channel between
the terminal and the server. Such information includes, without limitatidn: latency, bandwidth, and
signal path integrity. Based upon terminal device configuration and real time updates of channel
characteristics and capabilities, the system actively manages transmission of the compressed data
stream by varying parameters such as buffer length, transmitted bit rate, and error correction. The
system also feeds operating conditions to the compression system to dynamically alter encoding and
compression settings to optimize delivery of the data. The delivery software agent resident on the
terminal device decompresses the data stream (hat is composed of segment-by-segment variations in
compression/decompression algorithm and settings thereof. Dependent upon the terminal device
configuration, and especially for very thin clients, instructions may be refreshed on a segment-by-
segment basis for each decompression algorithm and encoding setting combination. Instructions for
decompressing may also be kept resident if appropriate to the terminal device.

The software agent described for transmission to and operation by the destination device is
therefore also considered a highly beneficial aspect of the compression/delivery systems and methods
described. By delivering the software agent to the device from the source, a wide range of existing
destination devices may be used for communication according to methods that may include variable
uses of one or more algorithms or other operations at the transmission source. In other words, the
destination devices may not be required to be “format-specific” players as is required by much of the
conventional streaming and static media communication systems. Also, by providing the destination
agent with a diagnostic capability, diagnostic information may be gathered at the destination device and
transmitted back to the source in a format that is compliant for use by the source in its neural network
process for achieving the proper CODEC operation for a given set of circumstances.

The use of a client-side agent to supply quality of service information including client-side
device data and communication channel status in real time is therefore also believed to be broadly
beneficial beyond the specific applications and combinations of other aspects of the invention also
herein provided. In addition, the processing of each unit of compressed, transmission-ready data to
accommodate client-side device and real-time communication channel conditions is also broadly
contemplated as having broad-reaching benefits. Still further, a system and method is described that
provides instructions to a client-side agent to enable decompression of each sequential, uniquely
compressed unit of data. Therefore, another broad benefit of the invention provides a destination
device (such as from the transmission source as herein described for the particular embodiments) with a

CODEC that is adapted to decompress a compressed representation of an original media signal into a
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decompressed representation based upon variable parameters related to at least one of the following:
aspects of the original media signal, transmission channel constraints, and destination device
constraints. In another broad aspect, the destination device is adapted to use a CODEC that is chosen
from a library of CODECS based upon a parameter related to an aspect of the original media signal.

The systems and methods herein described are also considered applicable to the signal
processing of each unique, sequential unit of signal data, e.g., signal clip, video frame, or individual
packet as appropriate. In addition, the system and its various sub-systems may also be purely software
that must be loaded into each appropriate device, or it may be embedded in a host hardware component
or chip, e.g. on the server side, or in certain circumstances, on the client side (e.g. various aspects of the
destination agent), or for example may be stored such as in flash memory.

The various aspects of the media compression system and method just described are considered
beneficial for use according to a wide range of known and soon anticipated media communication
needs, including for example according to the various communications devices,
communication/transmission channel formats and standards, and media types and formats elsewhere
herein described (e.g. in the “Background” section above).

However, for the purpose of further understanding, Figure 6 shows a schematic view of the
overall streaming media communications system 600 as specifically applied to ‘“‘video-on-demand”
aspects according to one embodiment of the present invention, wherein many different end users 610 —
620 at many different locations may request and receive, real-time (e.g. without substantial delay), pre-
recorded video from a remote source. Further to the information provided in Figure 6, at least one
specific implementation of the media communication system 600 delivers the following types of video
at the following bit-rates (denotes compressed representations of original signals that are convertible by
a destination device to decompressed representations having no or insubstantial loss as observed by the
eyc of the typical human observer): VIIS-format video as low as about 250Kbs; DVD-format video at
about 400 Kbps; and HDTV-format video at about 900Kbps. According to these speeds, it is believed
that video-on-demand may be provided by telephone carriers over resident transmission line channels,
such for example over existing DSL lines 630 - 640.

However, as available bandwidth and mass communication continue to present issues, it is
believed that even greater efficiencies may be achieved resulting in delivery of compressed
representations of these types of video signals at even lower bit rates. Again, as elsewhere herein
described, the compression efficiencies of the invention are closely related to and improve as a function

of the processing power made available to the neural network 440, and the neural network’s 440
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continued learnin g and training with respect to varied types of media. These resources may even make
more remarkable compression efficiencies achicvable without modification to the fundamental features
of the present invention.

Therefore, the following are finther examples of transmission rates for certain compressed
video signals that are believed to be desirable and achievable according to one embodiment of the
invention: VHS-format video as low as about 200Kbps, more preferably as low as about 150Kbps, and
still more preferably as low as about 100Kbps; DVD-format video as low as about 350Kbps, more
preferably as low as about 300Kbps, and still more preferably as low as about 250Kbps; and HDTV-
format video as low as about 800Kbps, and still more preferably as low as about 700 Kbps.

Moreover, at least one implementation of the media communications system 400 of one
embodiment of the invention delivers 20-24 frames/sec color video at a transmission rate of 7 Kbps.
This is believed to enable substantial advances in communication of streaming media signals via to
wireless destination devices via the WAP Gateway, as is further developed elsewhere hereunder.

It is also to be appreciated that, while video communication has been emphasized in this
disclosure, other types of streaming or static media are also contemplated. For example, at least one
implementation of the compression and delivery embodiments has been observed to provide
substantially CD-quality sound (e.g. via compressed representations of original signals that are
convertible by a destination device to decompressed representations having no or insubstantial loss as
observed by the ecar of the typical human observer) at a bit-rate of about 24 Kbps. Af these rates,
audiophile-quality sound may be delivered for playing over dial-up modems. However, with further
regard to available resource commitment and extent of neural network training, it is further
contemplated that the invention is adapted to deliver CD-quality sound at speeds as low as about

20Kbps, and even as low as about 15 Kbps or even 10Kbps.

Wireless Audio Communications System

It is further contemplated that the streaming media communication system of the invention has
particularly useful applications within wireless audio communications networks, and in particular
cellular telephony networks. Therefore, Figures 7 and 8 schematically show, with respectively
increasing amounts of detail, streaming media communications systems 700 and 800 respectively
specifically applied to wireless audio communications systems according to certain specific, respective

embodiments of the present invention. While particular devices, system parameters, or arrangements
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of commumicating devices shown are believed to be beneficial in the overall application of the
invention, they are not to be considered limiting and may be suitably replaced with other substitutes
according to one of ordinary skill based upon this disclosure. The various wireless communications
systems 700 and 800, standards, and protocols referenced elsewhere in this disclosure are thus
incorporated into this section for the purpose of integration with the various aspects of compression,
delivery, decompression, and transcoding according to one embodiment of the invention.

Combination of the communications system 400 of one embodiment of the present invention
with the other components of a cellular communications network allows for the enhanced compression,
delivery, and decompression according to the invention to manifest in an increased quality of service
for wireless audio communications. Improvements in cellular communications according to the
invention include, without limitation, the following examples: increasing available bandwidth,
extending range of reception, and providing graceful degradation while maintaining connectivity
during periods of low signal quality or reception levels.

More specifically, cellular telephony signals are characterized by relatively high degrees of
variability, due for example to the roaming positions of clients, and limited ceil ranges, atmospheric
conditions, and significantly limited and changing available bandwidths over daily use cycles.
Therefore, a seli-optimizing CODEC management system according to the present invention is
particularly well suited to adjust the appropriate communications and compression modalities to the
changing environment. At the very least, the increase in compression efficiency and resulting decrease
in bandwidth used for given signals is a valuable achievement as wireless channel traffic continues to
congest.

In one particular regard, the increased compression efficiency according to the present invention
is well applied to improving bandwidth issues during “soft hand-offs” between cells, as illustrated in
Figure 9. During cellular phone communications, whenever a transmitter or receiver migrates between
cell coverage zones, communications bandwidth requirements and resultant costs are increased by
systemic requirement to “pass off” active communications between cells. The act of passing off the
commumication results in a “backhaul” channel from the previously active cellular transmitter to a
central office for forwarding to a newly active cellular transmitter. The backhaul channel represents a
significant use of bandwidth. Savings will result from increased compression. As Figure shows, such ‘
“pbackhauling” may include a doubling (media sent back from first cell being left and resent to second
cell for transmission) or even a quadrupling (overlapping communication from both first and second

cells) in the bandwidth used for communicating a particular signal.
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The media communications system 400 of the present invention may recognize when backhaul
is occurring, such as according to the transmission channel diagnostics provided in the software

agent(s), and may respond by adjusting the degree of compression to compensate.

WAP Video Gateway

With a particular view of the rapid growth observed and predicted in the wireless or mobile
Internet, embodiments of the present invention contemplate application of the intelligent '
compression/delivery/ decompression embodiments in combination with WAP Gateway functionality.

A system and method is therefore also provided according to the invention for encoding,
compressing and transmitting complex digital media (e.g., video pictures) via bandwidth-constrained
wireless communications systems utilizing Wireless Applications Protocol (WAP). In one
embodiment, data is processed by the system, resident at a server node(s), employing neural networks
with artificial intelligence. Sample segments of data are captured from the input stream and processed
to comply with requirements unique to the class of clients. As is described in detail above, the system
correlates the continuously varying digital data streams’ characteristics with libraries of pre-developed
experientially learned rules and with externally imposed constraints to optimally choreograph the
coherence, continuity and detail of the data as ultimately received, decoded and presented at the client
interface. '

A gateway provided with the added functionality of the streaming media communications
system herein described is shown schematically in Figure 8. According to the WAP gateway system
830, a client agent is provided that is adapted to run on a variety of platforms, and requires no
specialized hardware to decode the video streams. According to use of the streaming media delivery
system of the invention elsewhere herein described, the viewer of the WAP device maintains constant
communication with the system server upstream, such that the user-side client 825 may provide the
encoding platform with relevant information for streaming media communication, including without
limitation: available screen size, processing power, client operating system and browser version,
connection speed and latency, thereby allowing the streaming media delivery system to tailor the
stream to cach individual client it “talks” to. Accordingly, an AT driven server 830 incorporating the
Al compression as herein described may be combined with a WAP Gateway 830, combining the
necessary WAP to TCP/IP protocol (or other protacol, e.g. dual server stack) translation with a Video

and Audio Server 835 employing compression, delivery, and decompression systems and methods
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herein described. The WAP Gateway 830 may further include a video transcoder, such as for example
incorporating the transcoder systems and methods herein described. An appropriate host architecture
according to this system (not shown) generally includes a rack mount system running Linux OS with a
modified WAP Gateway 830 or as a software plug-in to existing servers.

This WAP gateway system 830 may be further provided in a Master/Slave relationship as
another beneficial aspect of the overall streaming media delivery architecture (applicable to other
delivery systems other than specifically wireless). Various content distribution networks, such as
available through Akamai and Inktomi, have capitalized on the concept of improving data delivery over
the Internet by using “smart caching” on servers which reside on the borders of the Internet. Such a
Master/Slave relationship is maintained by the present system wherein a Master Server resides at the
source of the content to be delivered and Slave Servers reside on the borders. These servers
communicate “intelligently” to optimize the content delivery over the Internet and reduce latency,
bandwidth and storage requirements, improving the overall quality of the video/audio siream to the
end-user and decreasing the cost of media delivery to the content provider.

The WAP gateway 830 of the present invention supports continued growth in mobile
communications, as large telecommunications operators are transitioning to multi-service broadband
networks, and as the number of subscribers to the mobile Intemet continues to expand rapidly. In
particular, mobile communications is a broad class of systems and protocols, each having its own
constraints and needs for interacting devices to communicate streaming media. The Gateway 830 in a
particularly beneficial aspect may support a variety of “2G” systems with upgradability for upcoming
“2.5G” and “3G” network technologies (numerical progression of systems generally represents
progression of Internet-enabled capabilities).

The following Table 3 provides examples of known mobile communication standards, and
provides certain related information used by the Al system of the present invention for optimizing

communication of streaming media amongst the field of mobile destination devices as media players:

Table 3: Existing/Soon Anticipated Mobile Communications Standards

MODE BAUD RATE (generally)
GSM (2G) 9.6 Kbps
| CDMA 9.6 Kbps
TDMA 14.4 Kbps
CDPD 14.4 Kbps
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iMODE 128 Kbps

GPRS 144 Kbps

WCDMA or CDMAZ2000 144 Kbps to 2 Mbps
GSM (3G) 2 Mbps

In addition, the present invention is particularly beneficial in its ability to stream a wide variety
of media signals to various different types of wireless communications devices. Examples of wireless
communications devices that are appropriate for use with the streaming media communications systems
and methods of the invention, and which the systems and methods support interchangeably, are

provided in the following Table 4:

Table 4;: Examples of Intemet-enabled PDA’s

DEVICE | MAKE SPEED | MEMORY | SCREEN | SCREEN | MODEM CONNECT
DEPTH SIZE TYPE SPEED
iPAQ Compaq 206 MHz 16-64 Mb 12 b/pixel 320x240 External 9600-14.4 Xbps
color (e.g. CDPD) )
PalmVII Palm 33 MHz 4 -16Mb 4 b/pixel ' Internal 14.4 Kbps
b/w 8
b/pixel
color
Handspring | Palm 33 MHz 4 -16Mb 4 b/pixel External 14.4 Kbps
b/w; 8
b/pixel
color
Blackberry | Research- 33 MHz 4 Mb 2 b/pixel Internal 9.6-14.4 Kbps
In-Motion b/w
Jornada HP 133 MHz | 16-32 Mb 18 b/pixel 320x240 External 9.6-14.4 Kbps
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Casseopeia | Casio 150 Mhz 16-31 Mb 12 b/pixel 320x240 External 9.6-14.4 Kbps

Various specific examples are described later below that provide observations of actual wireless
Internet applications of the invention as herein described. Such examples include use of a CODEC
library according to varied parameters associated with at least the following (without limitation):
destination wireless communication device; transmission channel; communications protocol; and the
respective streaming media signals themselves. The various particular features of the systems and
methods used according to these examples are contemplated as further defining independently

beneficial aspects of the invention.

Shared Interactive Environment

A system and method is also provided according to the invention for enabling real-time remote
client interaction with a high-definition, multi-dimensional, multi-participant simulated environment
without the need for significant client-side processing capacity. More specifically, Figure 10 shows an
overall streaming media communication system as applied to shared interactive gaming according to
the invention.

This system includes: (i) a proxy server; (ii) graphics rendering capabilities; (iii) a client
software agent for feedback of client inputs to the game; (iv) a client software agent for supporting the
delivery system of the invention; and (v) streaming from the server to the client. Itis contemplated that
for multiple clients, which typically represent shared interactive gaming by design, multiple
components as just described are provided to support each client.

The interactive gaming embodiments contemplate implementation of data compression and
delivery embodiments with devices that are also destination devices for compressed signals from other
like, remotely located device systems. This arrangement is broadly beneficial, such as for example in
further interactive media implementations such as video conferencing and the like. Accordingly, each
remote system is both a source and a destination device, and sends and rcocives agents between it and

other remote systems.

Destination Device
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Althongh the communications systems of the present invention enables communication of
streaming media signals to a wide varicty of destination devices, a further contemplated feature of the
invention provides a remote receiver to be housed as a destination device/player by client users. This
set-top player may be adapted to serve at least one, though preferably multiple ones, and perhaps all, of
the following: Video on Demand (VOD); Music on Demand (MOD); Interactive Gaming on Demand
(IGOD); Voice Over Internet Protocol (*VoIP”), any technology providing voice telephony services
over IP connections; Television Web Access; Digital Video Recording to record, pause, and playback
live television; e-mail; chat; a DVD player; and other applications apparent to one of ordinary skill. All
of this may be delivered to existing televisions in the comfort of users” own homes. Moreover, clients
utilizing this box, or other systems interfacing with the communications system of the invention, may

receive DVD quality video and surround sound over cable and DSL connections.
EXAMPLES

For the purpose of further illustrating the highly beneficial results that may be achieved
according to the invention, the following are examples of specific embodiments that have been used for
different types of streaming media communication, including observed results with pertinent
discussion. These examples illustrate communication the same pre-recorded video over different
transmission channels and to different destination devices, wherein the pre-recorded video has the
following originating properties: 720lines of resolution and 32bits of color information, an originating

file size of about 1.4Gigabytes.

Example 1

An "iPAQ" model 3650 hand-held PDA (commercially available from Compagq, Inc. for
approximately $500 at the time of this disclosure) was provided. The PDA was interfaced with a 14.4
Kbps (max) wireless CDPD modem ("AirCard 300" wireless external modem, commercially available
from Sierra Wireless for approximately $200 at the time of this disclosure) using an extension assembly
(iPAQ™ PCMCIA expansion sleeve from Compagq, Inc.) with a PCMCIA card slot that couples to the
wireless modem. The iPAQ™ used is generally characterized as having the following processing
parameters: 206 MHz processor; 32 Mb memory; 12 b/pixel color; 240X320 screen dimensions;

PocketPC™ operating system version 3.0 from Microsoft Corp. and stereo sound. The iPAQ™ was
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connected to the Internet in San Francisco, California via the interfaced CDPD modem over the AT&T
cellular wireless carrier sysiem at a connection bandwidth of about 13.3Kbit/sec. A server located in
San Jose, California (approximately 50mi away) was contacted by the PDA employing the http and rtsp
protocols, and the PDA was used to initiate a request for a pre-recorded video having the following
originating properties: 720lines of resolution and 32bits of color information, the originating file size
was 1.4Gigabytes. Within about seven seconds, a compressed approximation of the pre-recorded video
was received, decompressed, and displayed by the PDA on the /PDA’S screen. The entire video was

seen at 240x320x12bpp resolution in full motion without observable delays or delects.

Example 2

A "Jornada™" model 548 hand-held PDA (commercially available from HP, Inc. for
approximately $300 at the time of this disclosure) was provided. The PDA was interfaced with a 9.6
Kbps (max) wireless CDMA phone ("Motorola 185s" wireless external digital cellular phone,
commercially available from Motorola authorized vendors for approximately $200 at the time of this
writing) using adaptor cables (Motorola and HP RS-232 standard interface cables from Motorola and
HP.) that couple the phone and PDA together to form a wireless modem. The Jornada model PDA
device used is generally characterized as having the following processing parameters: 133 MHz
processor; 32 Mb memory; 12 b/pixel color; 240X320 screen dimensions; PocketPC™ operating
system version 3.0 from Microsoft Corp. and stereo sound. The Jornada™ was connected to the
Internet in Newark, NJ via the interfaced CDMA phone/modem over the Nextel digital cellular wireless
carrier system at a connection bandwidth of 8Kbit/sec. A server -located in San Jose, California
(approximately 2900mi away) was contacted by the PDA employing the http and WDP protocols, and
the PDA was used to initiate a request for a pre-recorded video having the following originating
properties: 720lines of resolution and 32bits of color information, the originating file size was
1.4Gigabytes. Within about seven seconds, a compressed approximation of the pre-recorded video was
received, decompressed, and displayed by the PDA on the PDA’s screen. The entire video was seen at

176x120x8bpp in full motion without observable delays or defects.

Example 3
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A "Set-top Box" model st850 book PC (commercially available from MSI, Inc. for
approximately $300 at the time of this writing) was provided. The Set-top Box was interfaced with a
10 Mbps (max) ethernet/802.11 connection using CATS5 ethernet cables (Generic) that couple the Set-
top Box to a broadband connection (DS3). The Set-top Box used is generally characterized as having
the following processing parameters: 400 MHz processor; 64 Mb memory; 32 b/pixel color; 720 lines
of s¢reen resolution; Windows CE operating system version 2.11 from Microsoft Corp. and AC3 digital
6 channel surround-sound. The Set-top Box was connected to the Internet in Newark, NJ via the
interfaced shared DS3 connection over the Alter.Net Internet Backbone at a connection bandwidth of
376Kbit/sec. A server located in San Jose, California (approximately 2900mi away) was contacted by
the Set-top Box employing the http and rtsp protocols, and the Set-top Box was used to initiate a
request for a pre-recorded video having the following originating properties: 720lines of resolution and
32bits of color information, the originating file size was 1.4Gigabytes. Within
About nine seconds, a compressed approximation of the pre-recorded video was received,
decompressed, and displayed by the Set-top Box on a commercially available reference monitor's
(Sony) screen. The entire video was seen at 720linesx32bpp in full motion without observable delays

or defects.

While various particular embodiments have been herein shown and described in great detail for
the purpose of describing the invention, it is to be appreciated that further modifications and
improvements may be made by one of ordinary skill based upon this disclosure without departing from
the intended scope of the invention. For example, various possible combinations of the various
embodiments that have not been specifically described may be made and still fall within the intended
scope of the invention. According to another example, obvious improvements or modifications may

also be made to the various embodiments and still fall within the intended scope of this invention.
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What is claimed is:
1. A system for processing a media signal, comprising:
a searchable CODEC library that is adapted to store a plurality of separate and unique
CODECS and also to be accessed by and searched by at least one of an artificial intelligence (AI)
system and an operating system, such that each CODEC stored in the CODEC library may be
individually located and accessed for use by at least one of the Al system and operating system in

order to compress the media signal for transmission from a source to a destination device.

2. The system of Claim 1, wherein the CODEC library comprises at least one CODEC that is of
at least one of the following three types of CODECS: block CODECS; fractal CODECS; and
wavelet CODECS.

3. The system of Claim 2, wherein the CODEC library comprises:
a first CODEC of a first type on the three types, and
a second CODEC of a second type of the three types.

4. The system of Claim 3, wherein the CODEC library comprises:
a first CODEC of a first type of the three types,
a second CODEC of a second type of the three types; and
a third CODEC of a third type of the three types.

5. The system of Claim 4, wherein the CODEC library comprises:
a first CODEC that is a motion predictive CODEC; and
a second CODEC that is a still CODEC.

6. The system of Claim 5, wherein the CODEC library comprises:
a first CODEC that is a lossy CODEC; and
a second CODEC that is a lossless CODEC.

7. The system of Claim 1, further comprising:
aregistry associated with the CODEC library and that is searchable in order to search and
locate a particular CODEC within the CODEC library.
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8. A system for communicating a media signal from a source to a destination device over a
transmission channel, comprising:
a destination agent that is adapted to be used by the destination device to communicate
with the source and to receive a compressed representation of the media signal from the source and
to decompress the compressed representation into a decompressed representation of the media

signal such that the decompressed representation may be stored or used by the destination device.

9. The system of Claim 8, wherein the destination agent comprises:

a diagnostic agent that is adapted to provide diagnostic information for transmission
to a neural network associated with the source, which diagnostic information represents an ability of
the destination device to receive, store, process, or display the media signal; and

a decompression agent that is adapted to decompress the compressed representation
of the media signal into the decompressed representation of the signal to be stored or played by the

destination device.

10. The system of Claim 9, wherein the destination agent further comprises:

a decompression agent that is adapted to receive a compressed representation of the
media signal and also to receive a CODEC decompressor associated with the compressed
representation of the signal from the delivery system, and that is adapted to use the CODEC
decompressor to decompress the compressed representation of the signal into a decompressed

representation of the signal to be stored or played by the destination device.

11. The system of Claim 10, wherein the destination agent is adapted to be stored and operated for
decompressing and playing a media signal on a plurality of different destination devices each

having different capabilities for decompressing, storing, or playing the media signal.

12. The system of Claim 11, wherein the destination agent is adapted to decompress a plurality of
different compressed Tepresentations of the media signal by using different CODEC decompressors
that are each associated with a corresponding different CODEC compressor used to compress the

signal.

13. The system of Claim 12, wherein the destination agent is adapted to decompress the
compressed representation of the media using a CODEC that is provided based upon at least one of

the following parameters: a computer implemented previously leamed behavior of the CODEC with
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respect to a reference media signal, a computer implemented previously learned behavior of the
CODEC with respect to a prior attempt at compressing or decompressing the same media signal, a
comparison of the CODEC’s operation with respect to the media signal against a reference
algorithm compression of the media signal, a learned constraint of the transmission channel, and a

learned constraint of the destination device.

14. The system of Claim 13, wherein the destination agent is adapted to interchangeably use a
block CODEC, a fractal CODEC, or a wavelet CODEC.

15. A system for communicating a media signal from a source to a destination device over a
transmission channel, comprising:

a CODEC that is adapted to compress the media signal for optimized transmission along
the communications channel and decompression by the destination device, wherein the compression
is done by the CODEC based upon at least one of the following parameters: a previously learned
behavior of the CODEC with respect to another reference signal, a previously leamed behavior of
the CODEC with respect to a prior attempt at compressing or decompressing the same media signal,
a comparison of the CODEC’s operation with respect to the media signal against a reference
algorithm compression of the media signal, a learned constraint of the transmission channel, and a

learned constraiat of the destination device.

16. The system of Claim 15, wherein the CODEC is adapted to compress the media signal into n
different compressed representations of the media signal that are adapted to be transmitted to the

destination device at n unique bit rates, respectively.

17. The system of Claim 15, further comprising:

a searchable quality of service (QoS) library associated with the CODEC and that is adapted
to be used by at least one of an artificial intelligence systerm or an operating system in order to
determine an appropriate use of the CODEC with respect to the media signal based upon at least

one QoS standard stored in the QoS standards library.

18. A system for processing a media signal, comprising:
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a CODEC operating system that is adapted to interface with a CODEC library and also
with an artificial intelligence (AT) system in order to use the Al system to identify an appropriate

CODEC from the library and to process the media signal with the CODEC.

19. The system of Claim 18, further comprising:
at least one CODEC associated with the CODEC operating system for use in processing the
media signal based at least in part upon an operation by the CODEC operating system.

20. The system of Claim 19, further comprising:

a searchable CODEC library that is associated with the CODEC operating system and that is
adapted to store a plurality of separate and unique CODECS, wherein the CODEC operating system
is adapted to cooperate with the searchable CODEC library and also with the AT system in order to
determine an appropriate CODEC stored in the CODEC library for use in processing the media
signal.

21. The system of Claim 20, further comprising:

a searchable network transport standards library associated with the CODEC operating
system and that is adapted to be used by at least one of an Al system or the CODEC operating
system in order to determine an appropriate use of a CODEC with respect to the media signal based

upon at least one network transport standard stored in the network transport standards library.

22. The system of Claim 21, further comprising:

a searchable quality of standard (QoS) library associated with the CODEC operating system
and that is adapted to be used by at least one of an Al system or the operating system in order to
determine an appropriate use of a CODEC with respect to the media signal based upon at least one

QoS standard stored in the QoS standards library.

23. The system of Claim 22, further comprising:

a destination agent that is associated with the CODEC operating system and is adapted to be
used by a destination device to communicate with a source also associated with the CODEC
operating system to receive a compressed representation of the media signal from the source and to
decompress the compressed representation into a decompressed representation of the media signal

such that the decompressed representation may be stored or used by the destination device.

71



10

15

20

25

30

WO 03/027876 PCT/US02/30874

24. A system for processing a media signal, comprising:

a destination device that is adapted to communicate with a source and to receive a
compressed representation of the media signal from the source, and that includes a CODEC that is
adapted to decompress the compressed representation into a decompressed representation based
upon at least one of the following parameters: a previously learned behavior of the CODEC with
respect to another reference signal, a previously leamned behavior of the CODEC with respect to a
prior attempt at compressing or decompressing the same media signal, a comparison of the
CODEC’s operation with respect to the media signal against a reference algorithm compression of
the media signal, a learned constraint of the transmission channel, and a learned constraint of the

destination device.

25. The system of claim 24, wherein the media signal is adapted to be used according to an original
format according to an original set of parameters, and the destination device is adapted to process
and display the decompressed representation of the media signal in another format according to
another set of parameters that are different than the original set of paramelters, such that the
destination device is incapable of processing and displaying the media signal in the original format

according to the original set of parameters.

26. The system of claim 25, wherein the CODEC is adapted to compress the media signal into n
different compressed representations of the media signal that are adapted to be transmitted to the

destination device at n unique bit rates, respectively.

27. The system of claim 26, wherein the n different compressed representations are adapted to be
transmitied at least at n substantially different transmission rates that are distinguished based upon
at least one of the following parameters: different transmission system standards; different

destination device standards; and different media type standards.

28. A system for processing a media signal, comprising:

a CODEC that is adapted to perform at least one of compression or decompression on
the media signal; and

an artificial intelligence (AT) system that is adapted to operate in conjunction with the
CODEC in order to tune the operation of the CODEC with respect to the media signal, wherein the
Al system is adapted to learn a behavior of the CODEC with respect to at least one parameter
affecting the CODEC’s operation, and also to modify the operation of at least one of the Al system
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itself or the CODEC based upon the learned behavior in order to increase the ability to provide the

CODEC in an appropriate form for optimally compressing or decompressing the media signal.

29. The system of claim 28, wherein the CODEC comprises a discrete cosine transform CODEC.
30. The system of claim 29, wherein the CODEC comprises a fractal CODEC.
31. The system of claim 30, wherein the CODEC comprises a wavelet CODEC.
32. The system of claim 31, wherein the CODEC comprises a lossy CODEC.
33. The system of claim 32, wherein the CODEC comprises a substantially lossless CODEC.
34. The system of claim 33, further comprising:

a searchable CODEC library that is adapted to store a plurality of separate and unique
CODECS,
wherein the CODEC is adapted to be stored in the searchable CODEC library, and the Al system is
adapted to cooperate with the CODEC library in order to locate and access the CODEC so that the
Al system may perform at least one operation with respect to the CODEC.

35. A system for processing a media signal, comprising:

a CODEC library that is adapted to store a plurality of separate and unique CODECS;

an artificial intelligence (A) system associated with the CODEC library and that is
adapted to perform an operation with respect to the CODEC library in order to determine an
appropriate CODEC from the plurality of CODECS for use in processing the media signal;

a CODEC operating system associated with the CODEC library and also the Al system
and that is adapted to control the operation of the Al system with respect to the CODEC library;

a source system that is adapted to compress the media signal based upon a CODEC from
the CODEC library and based upon an operation of the Al system;

a destination system that is adapted to communicate with the source system and to
receive a compressed representation of the media signal from the source system and decompress the
compressed representation into a decompressed representation for use by the destination system;
and

a communications system associated with the source system and also with the
destination system so that the source system is adapted to transmit the compressed representation of
the media signal to the destination system, and the destination system is adapted to receive the
compressed representation and also to appropriately decompress the compressed representation into

the decompressed representation for storage or use by the destination system.
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36. The system of claim 35, further comprising:
a searchable network transport standards library associated with the Al system and also
with the CODEC operating system and that is adapted to be used by the Al system in order to
determine an appropriate CODEC from the CODEC library for processing the media signal based

upon at least one network transport standard stored in the network transport standards library.

37. The system of claim 36, further comprising:
a searchable QoS standards library associated with the Al system and also with the CODEC
operating system that is adapted to be used by the Al system in order to determine an appropriate
CODEC from the CODEC library for processing the media signal based upon at least one QoS
standard stored in the QoS standards library.

38. The system of claim 37, wherein the Al system is adapted to determine an appropriate use of a
CODEC from the CODEC library for processing the media signal based upon at least one of the
following parameters: a previously learned behavior of the CODEC with respect to another
reference signal, a previously learned behavior of the CODEC with respect to a prior attempt at
compressing or decompressing the same media signal, a comparison of the CODEC’s operation
with respect to the media signal against a reference algorithm compression of the media signal, a

learned constraint of the transmission channel, and a learned constraint of the destination device.

39. A system for communicating a media signal between a source and n unique destination devices
each having a unique ability to process the media signal, wherein n is an integer that is equal to or
greater than one, comprising:

a compression system associated with the source and which is adapted to compress the
media signal into n uniquely compressed representations of the media signal,

wherein each of the n uniquely compressed representations is adapted to be transmitted
from the source to a unique one of the n destination devices, and is adapted to be decompressed by
the rcspective destination device into a unique one of n decompressed representations of the media

signal to be played by the respective destination device.
40. The system of claim 39, wherein the compression system further comprises:

a searchable CODEC library that is associated with the compression system and that is

adapted to store a plurality of separate and unique CODECS, wherein the compression system is
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adapted to compress the media signal into each of the n uniquely compressed representations based

at least in part upon at least one CODEC stored by the CODEC library.

41. The system of claim 40, wherein the compression system further comprises:

a searchable network transport standards library associated with the compression system
and that is adapted to be used by the compression system in order to determine at least one
appropriate CODEC for compressing the media signal into the n uniquely compressed
representations based upon at least one network transport standard stored in the network transport

standards library.

42. The system of claim 41, wherein the compression system further comprises:

a searchable QoS standards library associated with the compression system and that is
adapted to be used by the compression system in order to determine at least one appropriate
CODEC from the CODEC library for compressing the media signal into the n uniquely compressed

representations based upon at least one QoS standard stored in the QoS standards library.

43. The system of claim 42, further comprising:

a destination agent that is associated with the compression system and is adapted to be
used by each of the n unique destination devices to communicate with the source, so that each of the
n destination devices may receive a unique one of the n compressed representation of the media
signal from the source system and to use an appropriate CODEC at least in part based upon a
CODEC used by the compression system to create the respective compressed representation so that
the respective destination device may appropriately decompress the respective compressed
representation into an appropriate one of the decompressed representations of the media signal that

may be stored or used by the respective destination device.

44. The system of claim 43, wherein the compression system is adapted to compress the media
signal into each of the n different compressed representations based at least in part upon at least one
of the following parameters: a previously learned behavior of at least one CODEC with respect to
another reference signal, a previously learned behavior of at least one CODEC with respect to a
prior attempt at compressing or decompressing the same media signal, a comparison of at least one
CODEC’s operation with respect to the media signal against a reference algorithm compression of
the media signal, a learned constraint of at least one transmission channel, and a learned constraint

of at least one destination device.
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45. A system for communicating n uniquely compressed representations of a media signal from at
least one source to a common receiver, comprising:

a destination device that is adapted to communicate with the at least one source and to
receive each of the n uniquely compressed representations from the at least one source, wherein the
destination device is further adapted to decompress each of the n uniquely compressed
representations into n decompressed representations of the media signal and to play each of the n

decompressed representations.

46. A system for communicating a media signal from a source to a destination device over a
transmission channel, comprising:

a compression system that is adapted to receive information about a parameter of the
transmission channel and to compress the media signal into a compressed representation of the
media signal by using a compression technique that is based at least in part upon the parameter

information.

47. A system for communicating n unique media signals between a source and a destination,
comprising:

a compression system that is adapted to receive information about a parameter of the
media signal and to compress the media signal into a compressed representation of the media signal

by using a compression technique that is based at least in part upon the parameter information.

48. A system for compressing a media signal from a source for transmission to a destination device,
comprising:

a compression system that is adapted to compress the media signal into a compressed
representation of the media signal based upon at least one of a transmission channel constraint, a
destination channel constraint, or a comparison of a parameter of the media signal against a prior

compression operation of the compression systcm.

49. A system for decompressing a compressed media signal received from a source at a destination
device, wherein the destination device is adapted to receive a compressed representation of the
media signal from the source and also a decompression instruction from the source such that the
destination device is adapted to decompress the compressed representation into a decompressed

representation of the media signal based at least in part on the instruction.
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50. A method for constructing a neural network for use in compressing media signals, comprising:
providing a plurality of CODECS; and
pre-learning at least one parameter associated with each CODEC’s compression
performance with respect to a predetermined type of media signal in a manner...... ;and
remembering each pre-learned parameter in a manner such that at least a particular one
of the CODECs may be chosen in the future to compress a particular new media signal based upon

the pre-learned parameter of the particular CODEC.

51. The method of claim 50, further comprising:

forming 2 CODEC library with the plurality of CODECS;

compressing at least one predetermined type of a test media signal with each CODEC in
the CODEC library;

automatically learning at least one parameter related to each CODEC’s performance in
compressing the at least one predetermined type of test media signal;

automatically remembering each such learned parameter in a manner such that a

parficular media signal to be compressed.

52. A system for communicating a media signal between a source and a destination at least in part
over a wireless transmission channel, wherein a compressed representation is

a compression system that is adapted to compress the media signal into a compressed
representation of the media signal that is further adapted to be transmitted to a wireless destination
device over a wireless carrier; and

a neural network that uses artificial intelligence to optimize the compression of the
media signal by the compression system by learning at least one of the following parameters: a
constraint of the wireless destination device, a constraint of the wireless transmission carrier, and a
comparison of a parameter of the media signal against a prior compression operation of the

compression systcm.

53. A system for compressing a media signal for transmission from a wireless source to a

destination device.

54. A system for compressing a media signal into a compressed representation of the media signal

for transmission to a wireless destination device.
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55. A system for decompressing a compressed representation of a media signal into a
decompressed representation of the media signal at a destination device, wherein the compressed

representation is received from a source over a wireless carrier at the destination device.

56. A system for commmunicating a media signal over an IP network between a source and a
destination device, wherein a compressed representation of the media signal is transmitted from the

source to the destination device over the IP network.

57. A system for compressing a media signal into a compressed representation of the media signal,
such that the compressed representation of the media signal may be transmitted from a source to a

destination device over an IP network.

58. A system for decompressing a compressed representation of a media signal into a
decompresscd representation of the media signal, wherein the compressed representation is received

at a destination device from a source over an IP network.

59. A method for communicating a media signal over an IP network, comprising:

using artificial intelligence to determine the most appropriate CODEC from a plurality
of available CODECS for compressing and decompressing the media signal, wherein the
appropriate CODEC is determined based upon at least one of the following parameters: a
previously learned behavior of the CODEC with respect to another reference signal, a previously
learned behavior of the CODEC with respect to a prior attempt at compressing or decompressing
the same media signal, a comparison of the CODEC’s operation with respect to the media signal
against a reference algorithm compression of the media signal, a learned constraint of the

transmission channel, and a learned constraint of the destination device.

60. The mcthod of Claim 59, wherein the system is adapted to communicate a streaming media

signal over the IP network.
61. A system for communicating an audio signal between a source and a destination over a

transmission channel, wherein the audio signal is compressed to form a compressed representation

of the audio signal that may be transmitted over the transmission channel to the destination device
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so that the destination device may decompress the compressed representation into a decompressed

representation for storage or use by the destination device.

62. The system of Claim 62, wherein the system is adapted to communicate a streaming audio

signal.

63. A system for compressing an audio signal into a compressed representation of the audio signat

for transmission from a source to a destination device over a transmission channel.

64. A system for decompressing a compressed representation of an audio signal at a destination
device for storage or use by the destination device, wherein the compressed represeniation is

received by the destination device from a source over a transmission channel.

65. A method for communicating a streaming audio signal from a source to a destination device
over a transmission channel, comprising:
delivering CD-quality music from the source to the destination device over the

transmission channel at a transmission rate that is as low as about 25 Kbps.

66. The method of claim 65, wherein the CD-quality music is delivered by compressing a source
audio signal into a compressed representation and delivering the compressed representation over the
transmission channel to the destination device at the transmission rate, wherein the compressed
representation may be decompressed by the destination device into a decompressed representation
that is substantially CD-quality representation of the original audio signal that may be stored or

played by the destination device.

67. A system for communicating a video signal between a source and a destination over a
transmission channel, wherein the streaming video signal is compressed into a compressed
representation that may be transmitted from the source to the destination device over the
transmission channel and decompressed into a decompressed representation by the destination

device for storage or playing by the destination device.

68. A system for communicating a streaming video signal between a source and a destination,
comprising:

a media processing module;
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a dynamic player module;
an image processor;
a baseline snapshot module;
a signal classifier;
5 a plurality of CODECS dependent neural networks processors;
a CODECS library;
a network layer input module;
a network layer output module; and
a timer.
10 69. The system of Claim 68, further comprising a dynamic client request processing module.
70. The system of Claim 69, further comprising a device and network parameters measurement

module.

80



WO 03/027876

Media Player Real™ Player
€ A
3o <1y
FIGURE 1A
(Prior pda)

1715

PCT/US02/30874

Encoder IS

QT™ Pleyer

£

%413



WO 03/027876 PCT/US02/30874
LIVE,VIDEO
t«\ [ 1
Invermediste File On machine
L J l‘— or RAID
Media Encoder Real Encoder Quicktime Encoder
’ Om single hig
: al machine
PC (Interprocess Communijcation)
) ;ﬂ) ,.Qﬁ

T

Medis Player Real Player QT Player
V. n‘; i'
130 5 k4o
FIGURE 1B
(Prroa. AT p)



WO 03/027876 PCT/US02/30874

REAL VIDEO CONTENT
Transcoder/Seréer  MJ/S Media Decoder Decoder
M/S Media Bn Real Encoder dr

Request from a
Microsoft Media Player
for Real Video Content
FIG. 1C
(Paren nﬂ)

3/15



WO 03/027876

M/S Media M/S Media
PBacoder Encoder
¢ { 1
M/S Media M/S Media
Encodery Encoder
Reat : Real
Decader Decoder
<4 I
Real Real
Decoder
1
IS0
FIGURE 1
(Pracp pas

4/15

PCT/US02/30874



WO 03/027876 PCT/US02/30874

FIGURE 1E
(Pract Ae?)

5/15



WO 03/027876 PCT/US02/30874

LIVE VIDEO *
e 200

Live Buffer /
<:j__ MS8 Codec Thread @ 32 Kb

( MS Codec Thread @ 100 Kb
9»'5

| Real Codec Thread @ 40 Kb

—

o

~-. MSplayer, 32 Kb-HTTP
ﬁ Nerwork _l _ MS player 100 Kb—MMS l
.~} Real pleyer 40 Kb~ RTSP (

T

e [ g e ar— e ———

"FIGURE 2

6/15



WO 03/027876 PCT/US02/30874

20
(
Live Buffer = Cache Vi V2 V3 || V4
P = £ %
I — M 2. 33 34
Video 1 - B
Video 2
Vidoo 3
Video 4
}
|
|
J
\ i U~*(
} Network . - pr220
‘ {
FIGURE 3

7715



PCT/US02/30874

WO 03/027876

S

AV

y

01t

Y0833008d
FOVII

%i/
.cQ.sa
(ele] Pk
_ WM n__ no_w 12r
§9n sossosdivoy UNS4
apeD) ~
S[qEMIINg < oo
EYSCREN o parputig
Aaren
‘ ﬁ e
OFt < y
LiT
09r 823019
BB »  Spomia IneN —] P
Iatowney
[f104YN POE 201A(]]
» 4 A
SCy v
SSp
- 0o ST+
. ui 10ysdeug
401 SIN av|asAg
y
0k andog
1oAY yiomaN N
0St
1sanbay [In'll’,_
el reta P oczE indyg
1ake] JiomaN
LNAT d0858d

Vv 441914

JINVYNAQ

00F

VIqIW

FOouN0S

8/15



PCT/US02/30874

WO 03/027876

-y

. | 88F
Ao yva, €11 10dLNO

'
L

YHIAV]
NAAdH

osy

SYALTNVIVA
OHJOD

o

YAV
NIadH

o8t

sare ajdums

TIAV]
1NdNI

~

T

[H]

A
R

nl_g;ﬂ

SO R

TN N

gy Ha1O1d

9/15



PCT/US02/30874

WO 03/027876

M g
pJean,)

S3A
3 245 | Ay - l..“
spuauy D 281000 Tbotigpossy wianeg __
! NLOMION [BLnep “
h 3 i
“ T
! 1
! I
! !
! ) - » },ﬁ:u d m
i p : 3)da T —
L l/. R ) .m, ! W “ /,u
e QEIIUAE) ) -
P95 Mo i
M S MmoN A L AR 4]
i VIOTH
o m | 1mg ot
SrEBWeR, I { vIaan
ROMIN j __~ e
H t
| A4 v\ ”
L o _" b m
= L slo1g L - 3130
D] ., oty ; omduay |
i ]
. ' 1
. ! : )
ol “ atS sp2ag
Lorh e porvidaig
(1192 !
saLmag 83 oysdoug
03007 s

S HINOIA

10/15



WO 03/027876

11/15

PCT/US02/30874

FIGURE 6



PCT/US02/30874

WO 03/027876

L HINDIA

{Amagng’ -
Stqetalipac -2}
SOOI U L/ v, FOROGEY

Mediaaianr?

12/15



PCT/US02/30874

WO 03/027876

§ JA01O1A

13/15



WO 03/027876 PCT/US02/30874

FIG. 9

iction of backhau! communications resulting from handof¥ of eeliutar
communication when recipient transits into & second cellular area

cuswmctr mn Cell 2
96+

Central Office
Q}oﬂ-
Message (0 oeliular

¢
19|
q

customer leaves Cell | area
%

message L
Backbaul commumication when

Maessage 10 cellular
customer in Cell {
ming
-oellular cnstormer

Inco

14 /15



WO 03/027876 PCT/US02/30874

i ;ﬁw}-

, Cable/DSL
'< Lz Modem

Set Top Box

j oot

Browsing via the Set Top Box

52 ©\

~. r**~—}\/ 10435;.

, Cable/DSL ; }
Memory

Set Top Boxes

Prosv Game Server

jpo1

Interactive Gaming

Fig. 1D

15/18



INTERNATIONAL SEARCH REPORT

International application No.

PCT/US02/30874

A. CLASSIFICATION OF SUBJECT MATTER
IPC(7) : GO6F 15/16
US CL 709/231,232,217-219,250,220; 704/243

According to International Patent Classification (IPC) or to both national classification and IPC

B. FIELDS SEARCHED

U.S. : 709/231,232,217-219; 345/335,327

Minimum documentation searched (classificarion system followed by classification symbols)

Documentation searched other than minimum documentation to the extent that such documents are included in the fields searched

\, . . . .
Electronic data base consulted during the international search (name of data base and, where practicable, search terms used)

C. DOCUMENTS CONSIDERED TO BE RELEVANT
Category *

Citation of document, with indication, where appropriate, of the relevant passages

Relevant to claim No.

Y US 6,195,692 B1 (HSU) 27 Febuary 2001, column 5 lines 4-19, 1-69
Y US 6,243,676 B1 (WITTEMAN) 5 Yune 2001, column 7 line 55-col 8 line 56, 1-69
Y US 6,115,755 A (KRISHAN) 5 September 2000, column 3 lines 19-45, column 4 lines 54- 1-69
Y %78 6,085,236 A (LEA) 4 July 2000, column 18 lines 9-20, col 26 line 59-column 27 line 4, 1-69

D Further documents are listed in the continuation of Box C.

[]

See patent family annex.

* Special categories of cited documents:

“A™ document defining the general siate of the art which is not considered to be
of particular relevance

“E” | earlier application or patent published on or after the intemational filing date
“L™  document which may throw doubts on priority elaim(s) or which is cited to
~establish the publication date of another cilation or other specia} reason (as
specified)

“O™ «document referring 1o an oral disclosure, use, exhibition or other means

“T" later documnent published after the international filing date or priority
date and not in conflict with the application but cited to understand the
principle or theory underlying the invention

“X” document of particular relevance; the claimed invention cannot be
- considered novel or cannot be considered to involve an inventive siep
when the documertt is taken alone

“yT document of particular relevance; the claimed invention cannot be
considered to involve an inventive step when the document is
combined with one or more other such documents, such combination
being obvious to a person skilled in the art

Commissioner of Patents and Trademarks
Box PCT
Washington, D.C. 20231

Facsimile No. (703)305-3230

“P”  “document published prior to the international filing date but later than the “&” decument member of the same patent family
priority date claimed

Date of the actual completion of the international search Date of mailing of fg’nujﬂ(malifﬁlﬁtgepon

10 December 2002 (10.12.2002)

Name and mailing address of the ISA/US Authopf i ~

Mark Powell
Telephone No. 703-305-9703

Form PCT/ISA/210 (second sheet) (July 1998)




	2009-09-02 Foreign Reference

